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Abstract
While the digital music landscape is rich with streaming platforms for consumption,
it lacks a comprehensive space dedicated to music evaluation, critique, and meaningful
social interaction around musical content. This capstone project documents the complete
development of BeatRate - a Music Evaluation Platform that addresses this fundamental
gap by providing a dedicated social space for music enthusiasts, critics, and artists to rate,
review, and discover music while fostering active community engagement.

Drawing inspiration from successful platforms like Letterboxd and IMDb for movies, we
identified an opportunity to create a similar ecosystem specifically tailored for the music
domain. Our initial concept emerged from observing that while streaming platforms
excel at music delivery, they fail to provide sophisticated tools for music evaluation and
community-driven discovery. Consequently, this project aimed to develop a fully func-
tional web application featuring: (1) a dual rating system supporting both simple (1-10)
and sophisticated multi-component evaluations, (2) extensive social features enabling
community interaction around musical content, (3) seamless integration with established
music services through Spotify API, (4) a scalable microservices architecture capable of
supporting future growth, and (5) modern cloud infrastructure deployment using AWS
services.

To achieve these objectives, we conducted systematic domain research and competitor
analysis to validate our concept, analyzing existing completitors to identify market
gaps and opportunities. Subsequently, our development followed an agile methodology
structured around three month-long sprints, implementing a microservices architecture
with four core services: User Service (authentication and profiles), Music Catalog Service
(Spotify integration with intelligent caching), Music Interaction Service (rating systems
and reviews), and Music Lists Service (music curation features). The technical implemen-
tation utilized .NET 8 with C# for the backend, employing Clean Architecture patterns
for business services and polyglot persistence with PostgreSQL and MongoDB, while
the frontend implemented a responsive React TypeScript application with modern UI/UX
principles.

As a result, the project successfully delivered a production-ready platform comprising
over 55,000 lines of code with comprehensive functionality across all defined require-
ments. Furthermore, domain research validated significant market opportunity, with
existing platforms generating millions in annual revenue despite technical limitations,
thereby confirming demand for improved solutions. User validation through prototype
testing with 10 participants yielded positive feedback on platform functionality and visual
design, with all identified usability issues resolved in subsequent development iterations.
Ultimately, the implementation demonstrates successful application of modern software
engineering practices, creating a compelling alternative to existing music evaluation
platforms while establishing a solid foundation for future feature expansion and user
adoption.
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1 | Introduction
In the rapidly evolving landscape of digital music consumption, where streaming plat-
forms have revolutionized how we discover and consume music, a critical gap exists in the
space dedicated to music evaluation, critique, and meaningful social interaction around
musical content. This capstone project documents the complete development of BeatRate
- a Music Evaluation Platform designed to serve as a dedicated social space for music
enthusiasts, critics, and artists to rate, review, and discover music while fostering an active
community of like-minded individuals.

Unlike existing streaming platforms that prioritize consumption, BeatRate addresses the
absence of a comprehensive platform that combines in-depth music evaluation with
robust social features. Drawing inspiration from successful platforms like Letterboxd for
films and IMDb for movies, this project represents the creation of a similar ecosystem
specifically tailored for the music domain. The platform merges the elements of a social
network with the depth of a sophisticated discovery and evaluation tool, enabling users
to rate and review music using both traditional and innovative custom grading methods,
curate personalized music lists, and engage in meaningful discussions within a diverse
community.

This paper chronicles the journey of two software engineering students who, over an
intensive three-month development period, transformed a conceptual solution into a
fully functional web application comprising over 55,000 lines of code across multiple
technologies and architectural layers. The development process encompassed detailed
market research, competitor analysis, solution architecture design, and implementation
of a scalable cloud-based system using modern software engineering practices.

1.1 Project Objectives

The primary objectives of this capstone project are:

1. To develop a fully functional web application that facilitates music rating, reviewing,
and discovery

2. To implement a dual rating system allowing both simple and comprehensive evalu-
ations

3. To create robust social features enabling community interaction around musical
content

4. To integrate with established music services (specifically Spotify) to access compre-
hensive music metadata

5. To build a scalable architecture capable of supporting growth in both users and features
6. To deploy the application using modern cloud infrastructure and DevOps practices

These objectives guided our development process throughout the project lifecycle, from
initial research through implementation and deployment.

1.2 Relevance and Significance

This project holds significance in several dimensions:
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Technical Relevance: The development of BeatRate demonstrates the application of
modern software engineering practices in creating a complex, feature-rich web applica-
tion. The project showcases the implementation of microservices architecture, cloud
deployment strategies, and integration with third-party APIs within a constrained time-
frame.

Market Relevance: Our market research indicates significant growth potential in the
music evaluation space, with global music streaming projected to reach US35.45 billion
dollars by 2025 (Statista, 2024). The growing emphasis on personalization and community
engagement in music consumption supports the need for platforms that facilitate deeper
connections between listeners, critics, and artists.

Academic Relevance: This capstone project integrates knowledge from various courses
in the Software Engineering and Business Analysis curriculum, including software
architecture, database design, web development, user experience, market research, and
DevOps. It demonstrates our ability to apply theoretical concepts to practical, real-world
problems.

1.3 Methodology

Our approach to developing BeatRate followed a structured methodology combining
thorough research with agile development practices:

1. Discovery Phase: We conducted extensive research into the domain, analyzing com-
petitor platforms, identifying market opportunities, and defining core requirements.

2. Iterative Development: The implementation followed three month-long develop-
ment sprints, each with specific goals and deliverables:
• Sprint 1: Core architecture and basic functionality
• Sprint 2: Advanced features and social components
• Sprint 3: Refinement, optimization, and deployment

3. Technology Selection: We carefully selected our technology stack based on project
requirements, team expertise, and industry best practices. The backend uses C#
with .NET, while the frontend employs React. AWS provides our cloud infrastructure,
with specific services chosen to optimize performance, scalability, and cost.

1.4 Structure of this paper

This thesis is structured to provide both a comprehensive technical reference and an
engaging narrative of the development process:

Domain Research and Analysis (Chapter 3) examines the current music evaluation
platform ecosystem through competitor analysis, market research, and identification of
gaps that justify our solution.

System Design and Architecture (Chapter 4) details our complete solution design,
including software architecture decisions, technology stack selection and justification,
economic analysis of our platform’s viability, and user experience design considerations.
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Implementation Journey (Chapter 5) chronicles the three-month development process,
documenting each sprint’s objectives, challenges, achievements, and retrospective in-
sights.

Validation and Testing (Chapter 6) demonstrates how we verified that our implemen-
tation meets initial requirements through comprehensive testing methodologies and user
validation.

Conclusions and Future Perspectives (Chapter 7) reflects on the project’s achieve-
ments, lessons learned, and potential directions for future development.

Throughout this paper, we aim to demonstrate not only the technical implementation
of BeatRate but also the thought process behind our decisions and the evolution of the
project from concept to deployment. With over 55,000 lines of code and a robust feature
set, BeatRate represents the culmination of our software engineering education and our
passion for creating meaningful digital experiences.
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2 | Domain Research and Analysis
2.1 Research Questions and Functional Requirements

The development of BeatRate emerged from a fundamental observation: while platforms
for streaming and consuming music are abundant, the music industry lacks a compre-
hensive platform that prioritizes evaluation, review, and meaningful social interaction
around musical content. This chapter presents our systematic investigation into the music
evaluation platform landscape to understand existing solutions, identify gaps, and justify
the need for our proposed platform.

Our research was guided by the following key questions:

• What existing platforms currently serve the music evaluation and review market?
• How do these platforms approach core functionalities such as rating systems, social

features, and music discovery?
• What are the strengths and limitations of current solutions in serving different user

segments?
• Where do significant gaps exist that could be addressed by a new platform?
• How can we differentiate our solution while building upon successful patterns from

other domains?
• What is the monetization model of the existing platforms? What are their potential

earnings?

Through systematic analysis of these questions, we establish the functional requirements
that inform BeatRate’s design and development approach.

2.2 Market Context and Industry Analysis

2.2.1 Global Music Streaming Landscape

The music evaluation platform market operates within the broader context of the global
music streaming industry, which demonstrates significant growth potential. The global
music streaming market demonstrates significant growth potential, with projected rev-
enue reaching US$35.45 billion in 2025 [1]. Market analysis indicates a steady compound
annual growth rate (CAGR) of 4.90% between 2025 and 2029.

User adoption metrics reveal promising expansion trajectories, with the global user
base expected to reach 1.2 billion by 2029. This growth is accompanied by evolving
consumer preferences, particularly evident in the increasing emphasis on personalization
and curated content delivery. The industry’s shift toward tailored listening experiences
reflects a fundamental transformation in how consumers interact with music streaming
services, suggesting opportunities for platforms that facilitate deeper engagement with
musical content.
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Figure 1: Global Music Streaming Market Growth and Projections [2]

2.2.2 Music Rating Platform Market Analysis

Our analysis of the current market leaders reveals significant user engagement and
growth potential in the music evaluation sector. Based on comprehensive data from Simi-
larWeb [3], we identified three primary platforms that align with our core requirements:
Rate Your Music (RYM), Album of the Year (AOTY), and Musicboard.

Market Leadership and User Engagement:

Rate Your Music emerges as the clear market leader with approximately 15.02 million
monthly visits and 15.02 million unique visitors [3]. The platform demonstrates remark-
ably strong user engagement metrics with an average of 12.40 pages per visit and a low
bounce rate of 24.56%, indicating strong user retention and content engagement.

Album of the Year follows with 8.2 million monthly visits, showing similar engagement
strength with 10.43 pages per visit and a 28.22% bounce rate [3]. These metrics suggest a
highly invested user base across the leading platforms.

Musicboard, as a newer entrant, attracts close to 300,000 monthly visits but represents an
emerging competitor with modern design principles and social features that align closely
with contemporary user expectations [3].
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Figure 2: Market Leadership and User Engagement Metrics [3]

Geographic Distribution and Growth Indicators:

Geographic analysis reveals strong presence in key English-speaking markets, with the
United States leading at 43.26% of total traffic, followed by the United Kingdom at 8.10%
[3]. This distribution suggests both market concentration and significant opportunity for
international expansion.

The platforms show robust organic growth, with Rate Your Music capturing 48.17%
of traffic through organic search, indicating strong brand recognition and natural user
acquisition patterns. Session durations across platforms average between 5-8 minutes,
indicating meaningful user interactions and substantive content consumption [3].

Figure 3: Geographic Distribution of Platform Traffic

2.3 Competitive Analysis

2.3.1 Platform Categories and Architectural Approaches

Through our systematic analysis, we identified distinct categories of platforms based on
their architectural approaches and feature focus:

Traditional Database-Driven Platforms: Platforms like Rate Your Music represent the
traditional approach, focusing primarily on complex cataloging and basic rating function-
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ality [4]. While RYM doesn’t publicly disclose its technology stack, available evidence
suggests significant infrastructure challenges. Third-party analysis tools indicate RYM
utilizes basic web technologies including Google Analytics and PayPal integration [5].
More significantly, users consistently report query failures and timeouts, with one Reddit
user commenting as a Data Services Architect: “An awful lot of queries fail or timeout,
there’s little validation on the calls, and there’s not much in the way of a usable API”
and suggesting that “RateYourMusic badly needs a Data Services Architect” to address
fundamental infrastructure limitations [6].

Aggregator-Style Platforms: Album of the Year follows an aggregator model similar
to Metacritic, distinguishing between critic scores and user scores [7]. This approach
emphasizes editorial content alongside user-generated reviews but often lacks social fea-
tures. AOTY employs a mixed technology stack with JavaScript/jQuery frontend and PHP
backend, supplemented by Ruby-based Discourse forums, utilizing multiple web servers
including LiteSpeed and Nginx for performance optimization.

Social-First Modern Platforms: Musicboard represents the emerging category of
platforms that prioritize social interaction and modern user experience design, drawing
inspiration from successful platforms in adjacent domains like Letterboxd for films [8].
Musicboard employs a modern modular architecture with React Native/Expo for cross-
platform mobile development and FastAPI backend, enabling asynchronous capabilities
and automatic API documentation generation.

2.3.2 Detailed Competitor Evaluation

Rate Your Music (RYM)

Strengths:
• Market leadership with extensive user base and high engagement
• Comprehensive music database with detailed metadata
• Robust rating system (0.5 to 5 scale) with statistical depth
• Strong community of dedicated music enthusiasts
• Advanced search and filtering capabilities
• User-generated lists and collection management

Weaknesses:
• Outdated design that feels cluttered and overwhelming
• Poor user experience with unnecessary complexity
• Minimal social interaction features
• No meaningful user following or connection system
• Lack of modern features like listening diaries or activity logging
• Mobile experience is suboptimal
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Figure 4: Rate Your Music track page interface showing cluttered design and poor visual
hierarchy

Album of the Year (AOTY)

Strengths:
• Clear distinction between critic and user scores (0-100 scale)
• Focus on new releases and contemporary music
• Clean presentation of rating aggregation
• Integration with professional music criticism

Weaknesses:
• Limited social features beyond basic reviewing
• Uninspired design that lacks engagement
• No advanced personalization or discovery features
• Minimal community interaction capabilities
• Limited list creation and curation tools
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Figure 5: Album of the Year interface showing cleaner but uninspiring design with bad
optimisation for desktop resulting in smaller items and empty space

Musicboard

Strengths:
• Modern, clean design inspired by successful platforms like Letterboxd
• Comprehensive social features including following, likes, and comments
• Mixed-media lists combining songs, albums, and artists
• Unique curated charts based on user statistics
• Robust logging and diary functionality
• Strong community engagement features

Weaknesses:
• Limited market penetration due to recent entry
• Frequent advertisement interruptions affecting user experience
• Smaller music database compared to established competitors
• Less sophisticated search and discovery algorithms
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Figure 6: Musicboard interface demonstrating modern design principles but with pop-up
advertisement that disrupts user flow

2.3.3 Feature Comparison Matrix

Feature Cate-
gory

Rate Your
Music

Album of the
Year

Musicboard Market Gap

Rating Systems ✓ (0.5-5 scale) ✓ (0-100 scale) ✓ (0.5-5 scale) Custom rating
methodologies

User Reviews ✓ Basic ✓ Basic ✓ Advanced Rich multime-
dia reviews

Social Features ✗ Minimal ✗ None ✓ Comprehen-
sive

Enhanced dis-
cussion spaces

Logging/Diary ✗ None ✗ None ✓ Basic Advanced ac-
tivity tracking

User Lists ✓ Basic ✗ None ✓ Advanced Collaborative
curation

Mobile Experi-
ence

✗ Poor ✗ Basic ✓ Good Native mobile
optimization

API Integration ✓ Limited ✓ Limited ✓ Spotify Multi-platform
integration

Monetization Free + Ads Free + Dona-
tion

Subscription Sustainable
revenue mod-
els

Table 1: Competitive Feature Analysis Matrix
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2.4 Gap Analysis and Market Opportunities

2.4.1 Identified Market Gaps

Through our comprehensive analysis, we identified several significant gaps in the current
market:

1. Customizable Rating Systems: No existing platform offers users the ability to
customize their rating methodology. All platforms impose a single rating scale, limiting
users who prefer different evaluation approaches or want to rate different aspects of
music separately.

2. Enhanced Social Discovery: While Musicboard includes social features, most plat-
forms lack sophisticated social discovery mechanisms that help users find like-minded
community members or discover music through social connections.

3. Advanced Discussion Spaces: Current platforms either lack discussion features
entirely or provide only basic commenting. There’s an opportunity for structured
discussion spaces around specific topics, genres, or musical themes.

4. Comprehensive Integration: Most platforms offer limited integration with stream-
ing services. A more comprehensive integration like importing music habbits and
history could provide seamless discovery and better user experience.

5. Modern User Experience: Several leading platforms suffer from outdated design and
poor user experience, particularly on mobile devices. There’s a significant opportunity
for platforms that prioritize modern UX/UI principles.

2.4.2 Target User Segments and Unmet Needs

Our research identified three primary user segments with distinct unmet needs:

Music Enthusiasts (Casual to Dedicated Listeners)
• Need: Better discovery mechanisms that go beyond algorithmic recommendations
• Gap: Limited platforms offering community-driven discovery
• Opportunity: Social features that connect users with similar tastes

Critics and Reviewers (Amateur and Professional)
• Need: Sophisticated tools for detailed music analysis and critique
• Gap: Platforms lack advanced review formatting and multimedia support
• Opportunity: Professional-grade review tools with community engagement

Musicians and Artists
• Need: Direct engagement with audience and feedback collection
• Gap: Most platforms don’t facilitate artist-audience interaction
• Opportunity: Features designed specifically for artist engagement and feedback

2.4.3 Technological Opportunities

Modern Architecture Requirements:
• Microservices architecture for scalability and maintainability
• API-first design enabling future integrations and mobile applications
• Cloud-native deployment for global accessibility and performance

15 / 94



BeatRate

• Real-time features for social interaction and content updates

Integration Opportunities:
• Multi-platform streaming service integration beyond Spotify
• Social media integration for content sharing and user acquisition
• Music recognition and metadata enrichment services
• Analytics and recommendation engines based on user behavior

2.5 Justification for BeatRate Development

2.5.1 Market Positioning Strategy

Based on our analysis, we identified a clear market opportunity for BeatRate that com-
bines the strengths of existing platforms while addressing their fundamental limitations:
Differentiation Strategy:
• Customizable Rating Systems: Unlike any existing platform, BeatRate offers both

simple and comprehensive rating methodologies, allowing users to choose their pre-
ferred evaluation approach

• Enhanced Social Features: Building upon Musicboard’s social foundation while
improving community interaction and discovery

• Modern UI/UX: Implementing scalable, cloud-native architecture that existing plat-
forms lack

Competitive Advantages:
• User Choice: Flexible rating systems that adapt to user preferences
• Community Focus: Advanced social features that foster meaningful connections
• Technical Excellence: Modern architecture ensuring superior performance and scal-

ability
• User Experience: Contemporary design principles which follows best UI/UX and are

visually appealing for users

2.5.2 Requirements Validation

Our domain research validates the core requirements initially identified for BeatRate:
Validated Requirements:
• Dual Rating System: Market gap analysis confirms need for customizable evaluation

methods
• Social Features: User engagement metrics from successful platforms like Musicboard

demonstrate value of community features
• Modern UX/UI: Poor user experience of market leaders creates opportunity for supe-

rior design
• Streaming Integration: Limited integration in existing platforms validates need for

comprehensive connectivity
• Scalable Architecture: Technical limitations of older platforms justify modern archi-

tectural approach

Additional Requirements Identified:
• Advanced Discussion Spaces: Gap in structured community interaction capabilities
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• Multi-device Optimization: Mobile experience gaps in leading platforms
• Artist Engagement Features: Underserved musician and artist user segment
• Advanced Analytics: Opportunity for sophisticated user behavior analysis and rec-

ommendations

2.6 Monetization Models and Revenue Analysis

2.6.1 Current Market Monetization Strategies

The analysis of existing platforms reveals diverse approaches to monetization, ranging
from advertising-only models to hybrid subscription services. Understanding these rev-
enue streams provides crucial insights into the financial viability of the music evaluation
platform market and informs strategic decisions for BeatRate’s business model.

Rate Your Music (RYM) - Advertising-Only Model: RYM operates exclusively on
advertising revenue without subscription or donation options. With 15.02 million monthly
visits generating approximately 186.3 million page views per month, using industry-
standard RPM rates of $1-3 for music websites [9], RYM’s estimated monthly ad revenue
ranges from $186,300 to $558,900, translating to an annual revenue estimate of $2.2M to
$6.7M. This demonstrates the financial viability of the music evaluation market while
highlighting potential limitations in revenue diversification.

Album of the Year (AOTY) - Hybrid Model: AOTY combines advertising revenue with
optional donations, offering an ad-free experience for $11.99 annually. With 8.271 million
monthly visits generating 86.30 million page views, estimated monthly ad revenue ranges
from $86,300 to $258,900. Assuming a 1% conversion rate among unique visitors, donation
revenue contributes an additional $218,937 per year, resulting in total annual revenue
estimates of $1.47M to $3.52M.

Musicboard - Social-Enhanced Subscription Model: Musicboard offers Basic ($1.99/
month) and Premium ($4.99/month) subscriptions, leveraging social features to drive
adoption. With 127,336 unique monthly visitors and assuming a 5% conversion rate, the
platform generates approximately $18,400 monthly from subscriptions. Combined with
advertising revenue from 1.879 million page views, total annual revenue estimates range
from $243K to $288K. Despite lower absolute numbers, Musicboard’s higher conversion
rates demonstrate the potential of social features to drive premium subscriptions.

2.6.2 Strategic Implications for BeatRate

Market Size Validation: The combined revenue potential across leading platforms
($4M-$10M annually) validates a sustainable market for music evaluation platforms. The
variation in subscription conversion rates (1% for AOTY vs 5% for Musicboard) highlights
the importance of social engagement in driving premium adoption.

Monetization Strategy: The success of hybrid models supports BeatRate’s approach
of implementing advertising-supported free access with premium features. Musicboard’s
conversion rates demonstrate that social features and user customization drive both
engagement and monetization, validating BeatRate’s emphasis on community interaction
and flexible rating systems.
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2.7 Chapter Summary

Our systematic domain research reveals a mature but fragmented market with significant
opportunities for innovation. While platforms like Rate Your Music demonstrate strong
user engagement in the music evaluation space, fundamental limitations in user experi-
ence, social features, and technical architecture create clear opportunities for a new
platform.

The analysis of 45+ million monthly visits across leading platforms indicates substantial
market demand, while the identified gaps in customizable rating systems, enhanced social
features, and modern user experience design validate our approach with BeatRate. The
revenue analysis confirms market viability, with existing platforms generating millions
annually despite technical limitations, suggesting significant potential for a platform
addressing current gaps.

Most critically, our research demonstrates that no existing platform successfully combines
comprehensive music evaluation capabilities with robust social features and modern
technical architecture. This gap represents the core opportunity that BeatRate addresses,
positioning it as a platform that learns from the strengths of existing solutions while
fundamentally advancing the state of the art in music evaluation and community engage-
ment.

The requirements validated through this research process directly inform our system
design and implementation approach, ensuring that BeatRate addresses real market needs
while offering clear differentiation from existing alternatives. This foundation provides
the justification and direction for the architectural decisions and implementation strategy
detailed in subsequent chapters.
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3 | System Design and Architecture
3.1 Architecture Overview and Requirements Alignment

The BeatRate platform architecture emerges directly from our functional and non-func-
tional requirements identified in the domain research phase. Our approach prioritizes
scalability, maintainability, and developer productivity while addressing the specific chal-
lenges of music evaluation and social interaction.

3.1.1 Requirements-Driven Architecture Decisions

Functional Requirements Drive:

• Dual Rating System: Our sophisticated rating architecture supports both simple (1-10)
and complex multi-component grading systems through polymorphic design patterns

• Social Features: Microservices separation enables independent scaling of user inter-
actions, reviews, and list management

• Music Integration: Dedicated catalog service optimizes Spotify API integration with
intelligent caching strategies

• Real-time Discovery: Service separation allows optimized data models for different
query patterns

Non-Functional Requirements Drive:

• Scalability: Microservices architecture with independent scaling per service based on
demand

• Performance: Polyglot persistence strategy matching data models to optimal storage
engines

• Maintainability: Clear service boundaries and technology stack consistency across
the platform

• Security: Token-based authentication with service-level validation and HTTPS encryp-
tion

3.2 System Architecture and Major Decisions

3.2.1 Microservices Architecture Decision

Decision: Implement microservices architecture with four core services instead of a
monolithic application.

Justification: Given our two-developer team constraint and the need for parallel devel-
opment, microservices provide several critical advantages:

• Parallel Development: Yaroslav focused on User Service and Music Catalog Service
while Maksym developed Music Interaction Service and Music Lists Service, enabling
simultaneous feature development

• Scalability Requirements: Different services have distinct load patterns - catalog
browsing generates different traffic than rating/review creation
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• Technology Optimization: Each service can optimize for its specific data patterns and
performance requirements

• Code Maintainability: With over 25,000 lines of code already implemented, a mono-
lithic structure would create maintenance complexity that exceeds our team capacity

Trade-offs Considered: Increased operational complexity and potential latency from
service-to-service communication, but these are outweighed by development velocity and
future scalability benefits.

3.3 System Context and External Interactions

The system context diagram illustrates BeatRate’s position within the broader ecosystem
of external services and user interactions. Our platform serves as the central hub connect-
ing users with music evaluation capabilities while integrating with established services
for authentication, music data, and cloud infrastructure.

Figure 7: System Context Diagram - BeatRate Platform Ecosystem

Key External Integrations:

• Spotify API: Provides comprehensive music catalog data, track metadata, and audio
previews with 200 requests per minute rate limit while the app is in development stage

• Auth0: Handles authentication and authorization with social login capabilities and user
management

• AWS Services: Cloud infrastructure including S3 for avatar storage, CloudWatch for
monitoring, and CloudFront for content delivery

• MongoDB Atlas: Cloud-hosted MongoDB service for music catalog and grading tem-
plate storage
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3.4 Container Architecture and Service Decomposition

The container diagram reveals our microservices architecture with clear separation of
concerns across four core services. Each service operates independently while communi-
cating through well-defined APIs routed via Application Load Balancer.

Figure 8: Container Diagram - Microservices Architecture and Data Flow [High-resoultion
version available at: https://drive.google.com/file/d/1IpK76w3QS1o2COeHDZWpZ1ZB1

cufoe1r/view?usp=sharing]

Service Responsibilities:

• User Service: Authentication, user profiles, preferences, and subscription management
• Music Catalog Service: Spotify API integration with intelligent caching using Redis

ElastiCache
• Music Interaction Service: Rating systems, reviews, and complex grading calculations
• Music Lists Service: User-curated playlists, collections, and list management

Data Architecture Strategy:

• PostgreSQL (AWS RDS): Transactional data requiring ACID compliance - user
accounts, ratings, social interactions

• MongoDB Atlas: JSON-first storage for music catalog and flexible grading method
templates

• Redis ElastiCache: High-performance caching for Spotify API responses and session
data
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3.5 Technology Stack Selection and Justification

3.5.1 Backend: .NET 8 with C#

Decision: Standardize on .NET 8 across all microservices.
Justification:

• Team Expertise: Both developers have extensive C# experience, reducing learning
curve and increasing development velocity

• Performance: .NET 8 provides excellent performance characteristics with minimal
memory overhead for our API-heavy workload

• Ecosystem: Rich ecosystem with Entity Framework for PostgreSQL integration and
robust HTTP client libraries for Spotify API integration

• Development Experience: Superior tooling, debugging capabilities, and IntelliSense
support accelerate development

Alternative Considered: Node.js was evaluated but rejected due to team expertise and
the superior type safety that C# provides for our complex rating system logic.

3.5.2 Frontend: React with TypeScript

Decision: Implement single-page application using React with TypeScript.

Justification:

• Team Experience: Proven experience with React ecosystem reducing implementation
risk

• Component Reusability: React’s component model aligns perfectly with our UI
requirements for rating widgets, music cards, and social interaction elements

• TypeScript Benefits: Type safety crucial for our complex grading system interfaces
and API contracts

• Community Support: Extensive ecosystem of music-related UI components and
libraries

3.5.3 Polyglot Persistence Strategy

Decision: Implement dual database strategy with PostgreSQL for transactional data and
MongoDB for catalog data.
PostgreSQL for User and Interaction Data:

• ACID Compliance: Critical for user ratings, follows, and social interactions requiring
data consistency

• Relational Integrity: Complex social relationships (followers, likes, comments) ben-
efit from foreign key constraints

• Entity Framework Integration: Seamless C# object mapping without custom serial-
ization overhead

• Complex Queries: Efficient JOINs for social features and analytics

MongoDB for Music Catalog Data:

• JSON-First Design: Spotify API returns rich nested JSON that MongoDB stores natu-
rally without complex ORM mapping
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• Performance: Single read operations retrieve complete album/track data instead of
multiple JOINs

• Flexible Schema: New Spotify fields don’t require schema migrations
• Caching Strategy: Direct storage of Spotify API responses for rapid retrieval

Cost Optimization Decision: Single database instance per type rather than per-service
to control costs ( $220 month current deployment cost), with clear migration path to
service-specific databases as load increases.

3.6 Component Architecture: Music Interaction Service Deep Dive

The Music Interaction Service represents our most architecturally complex component,
implementing the sophisticated dual rating system that differentiates BeatRate from
existing platforms. This service demonstrates advanced architectural patterns including
CQRS, Domain-Driven Design, and clean architecture principles.

Figure 9: Component Diagram - Music Interaction Service Internal Architecture [High-
resoultion version available at: https://drive.google.com/file/d/1zKq4E8UJJeHFssSU1O4S

15vTKT2oFJy7/view?usp=sharing]

3.6.1 Sophisticated Rating System Architecture

Our dual rating system represents a significant technical innovation in music evaluation
platforms. The architecture enables both traditional 1-10 ratings and complex multi-
component evaluations through a unified IGradable interface:

• Simple Rating Flow: Direct grade assignment with automatic normalization to 1-10
scale

• Complex Rating Flow: Template retrieval from MongoDB → User input application
→ Hierarchical calculation → PostgreSQL storage
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Key Technical Benefits:

• Unified Interface: Both rating types implement IGradable, enabling polymorphic
handling

• Storage Optimization: MongoDB for reusable templates, PostgreSQL for user-specific
instances

• Automatic Calculation: Hierarchical grades calculate automatically when component
grades change

• Template Reusability: Complex grading methods can be shared between users and
adapted per individual

3.6.2 Spotify API Integration Decision

Decision: Integrate exclusively with Spotify API rather than building our own music
database or integrating multiple streaming services.

Justification:

• Comprehensive API: Spotify provides robust search, metadata, and preview capabil-
ities with well-documented REST API

• Rate Limits: Free tier supports 200 requests per minute, sufficient for our initial user
base with built-in rate limiting implementation

• Real-time Updates: Spotify’s catalog stays current without requiring our own data
maintenance infrastructure

• Fallback Strategy: We implement a hybrid approach - every Spotify fetch populates
our MongoDB cache, creating automatic fallback capability for service interruptions

Implementation Detail:

builder.Services.AddRateLimiter(options => C#
{
    options.GlobalLimiter = PartitionedRateLimiter.Create<HttpContext,

string>(_ =>
    {
        return RateLimitPartition.GetFixedWindowLimiter("global", _ =>
            new FixedWindowRateLimiterOptions
            {
                Window = TimeSpan.FromMinutes(1),
                PermitLimit = spotifySettings?.RateLimitPerMinute ??

1000,
                QueueLimit = 100
            });
    });
});

3.7 Cloud Deployment Architecture and Infrastructure

Our AWS-based infrastructure architecture provides scalable, cost-effective deployment
while maintaining operational simplicity. The design leverages managed services to
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minimize infrastructure management overhead while ensuring high availability and per-
formance.

Figure 10: AWS Cloud Deployment Architecture - Production Environment [High-
res version available at: https://drive.google.com/file/d/10XswGh9He38HPZo4H2Zl4

HVHdzKmFdLW/view?usp=drive_link]

3.7.1 Infrastructure Architecture Justification

ECS Fargate Selection: We chose ECS with Fargate over EKS or EC2 based on our
operational requirements:

• Low Management Overhead: Allows focus on application features rather than infra-
structure management

• Cost Efficiency: Pay-per-use model ideal for our growth stage with current monthly
costs of $228

• Appropriate Scale: Sufficient for our expected load without Kubernetes complexity
• AWS Integration: Native integration with ALB, CloudWatch, and other AWS services
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Load Balancing Strategy: Path-based routing through Application Load Balancer
enables:

• Service Independence: Each microservice receives only relevant traffic
• Health Monitoring: Automatic failure detection and traffic rerouting
• SSL Termination: Centralized HTTPS handling with CloudFront integration

3.7.2 Service Communication Patterns

Our architecture implements minimal inter-service communication to maintain loose
coupling:

• Primary Data Flow: Frontend → ALB → Individual Services → Databases
• Internal Communication: Only Interaction Service → User Service for follower data

retrieval

API Versioning and Contracts:

• Versioning Strategy: URL prefix pattern (/api/v1/) provides clear API versioning
• Contract Stability: Single client (our frontend) reduces versioning complexity
• Authentication Flow: Each service validates JWT tokens independently via Auth0

integration

3.8 Cross-Cutting Concerns

3.8.1 Security Implementation

• Authentication: Auth0 provides centralized authentication with JWT token validation
across all services

• Authorization: Service-level token validation ensures proper access control
• Data Encryption: HTTPS end-to-end via CloudFront, default encryption for RDS and

S3 storage
• Network Security: VPC with public/private subnet separation isolates backend ser-

vices

3.8.2 Monitoring and Observability

• Logging: CloudWatch integration provides centralized log aggregation across all
services

• Metrics: ECS auto-scaling based on CPU >90% and memory >90% thresholds
• Health Checks: ALB performs HTTP health checks on /health endpoints

3.8.3 Database Migration Strategy

Automated Migrations: All services apply database migrations at startup with retry
logic:

context.Database.Migrate(); C#
// Retry logic with 3 attempts and 5-second delays

Zero-Downtime Deployments: ECS rolling updates ensure continuous service avail-
ability during migrations.
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3.9 Technology Stack Summary and Trade-offs

Component Technology Justification Trade-offs
Backend APIs .NET 8 C# Team expertise, perfor-

mance, ecosystem
Learning curve for new
team members

Frontend React TypeScript Component reusability,
type safety

Bundle size, complexity
for simple UIs

User Data PostgreSQL ACID compliance, rela-
tional integrity

Less flexible than
NoSQL for schema
changes

Catalog Data MongoDB JSON-first, perfor-
mance, flexibility

Eventual consistency,
learning curve

Caching Redis ElastiCache High performance,
AWS integration

Additional complexity,
memory costs

Authentication Auth0 Security expertise, so-
cial login

Vendor dependency, re-
curring costs

Music Data Spotify API Comprehensive cata-
log, real-time updates

Rate limits, vendor de-
pendency

Infrastructure AWS ECS Fargate Managed scaling, AWS
ecosystem

Vendor lock-in, limited
container control

Table 2: Technology Stack Justification and Trade-off Analysis

3.10 Chapter Summary

This architecture successfully balances technical complexity with team capabilities, cre-
ating a scalable foundation for BeatRate’s growth while maintaining development velocity
and operational simplicity. The polyglot persistence strategy optimizes each data type for
its specific use case, while the microservices architecture enables independent scaling and
development of different platform features.

The design decisions documented in this chapter directly address the requirements
identified in our domain research, providing a robust technical foundation for the imple-
mentation phase detailed in the following chapter. Each architectural choice reflects
careful consideration of team constraints, technical requirements, and long-term scala-
bility needs, resulting in a system that can grow with our user base while remaining
maintainable by a small development team.
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4 | Implementation
The implementation of BeatRate represents the culmination of our system design, trans-
lating architectural specifications into working code across multiple microservices and a
modern web frontend. This chapter documents our development methodology, architec-
tural patterns, critical code implementations, and deployment strategies that transformed
our design vision into a fully functional music evaluation platform.

The complete source code for BeatRate is publicly available [10], demonstrating our im-
plementation of the architectural patterns and design decisions documented throughout
this thesis.

4.1 Development Methodology and Team Organization

4.1.1 Agile Development Approach

Our implementation followed an Agile methodology structured around three month-
long development sprints. This approach enabled iterative development with regular
feedback cycles and adaptive planning to accommodate evolving requirements and tech-
nical discoveries.

Sprint Organization:
• Sprint Planning: Each sprint began with collaborative planning sessions to define

deliverables, estimate effort, and assign responsibilities based on individual expertise
• Daily Coordination: Regular communication through GitHub project boards and

direct collaboration sessions
• Sprint Reviews: Each sprint concluded with demonstrations to supervisors and retro-

spective analysis
• Adaptive Planning: Requirements and priorities were adjusted based on technical

feasibility and user feedback

Figure 11: GitHub Project Board showing completed tasks across development sprints

Team Responsibilities Distribution:
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• Yaroslav Khomych: User Service (authentication, profiles, social features), Music
Catalog Service (Spotify integration, caching), and Frontend infrastructure setup, CI/
CD pipeline setup, Deployment, and IAC (terraform).

• Maksym Pozdnyakov: Music Interaction Service (rating systems, reviews), Music
Lists Service (curation features), and Frontend UI/UX implementation

This parallel development approach maximized our development velocity while main-
taining clear ownership boundaries for different system components.

4.1.2 Iterative Design and Prototyping Strategy

Before full-scale implementation, we applied systematic prototyping strategies to validate
architectural decisions and refine component interfaces:
Service Architecture Prototyping:
• Clean Architecture Validation: Created initial prototypes for User, Interaction, and

Lists services to validate the four-layer separation of concerns
• Three-Layer Architecture Testing: Implemented simplified versions of the Catalog

service to verify the streamlined approach for proxy services
• API Contract Design: Developed OpenAPI specifications before implementation to

ensure consistent interfaces across services

Pattern Validation:
• Authentication Flow Testing: Prototyped Auth0 integration to validate token man-

agement and security patterns
• Caching Strategy Verification: Implemented cache-aside pattern prototypes to opti-

mize the multi-level caching approach
• Complex Grading System: Created algorithmic prototypes for hierarchical grade

calculations before full implementation

Integration Testing:
• Spotify API Integration: Developed test client to validate rate limiting, error han-

dling, and data transformation patterns
• Database Schema Validation: Created test migrations and seed data to verify entity

relationships and query performance

This prototyping approach proved invaluable in identifying architectural adjustments
early in the development process, particularly in refining the balance between Clean
Architecture complexity and development velocity.

4.2 Architectural Patterns and Coding Standards

4.2.1 Clean Architecture Implementation (User, Interaction, Lists Services)

The core business services implement Clean Architecture with strict layer separation
and dependency inversion:

API Layer (Controllers, Middleware)
├── Application Layer (Commands, Queries, Handlers)
├── Domain Layer (Entities, Value Objects, Interfaces)
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└── Infrastructure Layer (Repositories, External Services)

Figure 12: Clean Architecture Diagram used in User, Interaction, and Lists Services

Key Benefits Realized:
• Feature Development Velocity: The User Service began with basic authentication

and seamlessly expanded to include subscription management, user search, and avatar
upload functionality without architectural refactoring

• Testability: Clear separation of concerns enabled isolated testing of business logic
without external dependencies

• Maintainability: New features integrate naturally without disrupting existing func-
tionality

4.2.2 Three-Layer Architecture (Catalog Service)

The Music Catalog Service employs a simplified three-layer approach optimized for
its role as an intelligent Spotify proxy:

API Layer (Controllers, Error Handling)
├── Core Layer (Services, DTOs, Interfaces)
└── Infrastructure Layer (Repositories, Cache, External APIs)

Lazy Loading Cache-Aside Pattern Implementation: The service implements multi-
level caching that prioritizes data availability:

1. Redis Check: First-level cache for immediate response
2. MongoDB Validation: Second-level persistent cache with expiration checking
3. Spotify API Fetch: Fresh data retrieval with automatic caching
4. Graceful Degradation: Returns stale data rather than failure when Spotify is unavail-

able
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Figure 13: Lazy loading pattern implementation in Catalog Serice using Redis and Mongo

4.2.3 Coding Standards and Conventions

Naming Conventions:
• C# Backend Services: PascalCase for classes/methods, camelCase for private fields, ‘I’

prefix for interfaces
• Frontend Components: PascalCase for React components, camelCase for variables/

functions, kebab-case for utility files
• Database Entities: snake_case for table/column names, consistent with PostgreSQL

conventions

Design Pattern Implementation:
• Factory Pattern: API client creation with environment-specific configuration
• Repository Pattern: Data access abstraction with Entity Framework and MongoDB

implementations
• Command/Query Separation: MediatR-based CQRS implementation for clear oper-

ation semantics
• Validation Pattern: FluentValidation with pipeline behaviors for consistent input

validation

4.3 Critical Code Implementations

4.3.1 User Service: Clean Architecture with Domain-Driven Design

Collaborative Implementation Note: This section details the User
Service implementation developed by Yaroslav Khomych, demon-
strating Auth0 integration for authorization and authentication,
CQRS pattern implementation, extensive validation, relationship
database design for social fetatures features

The User Service demonstrates sophisticated domain modeling with encapsulated busi-
ness logic and clear separation of concerns:

public class User C#
{
    public Guid Id { get; private set; }
    public string Email { get; private set; }
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    public string Username { get; private set; }
    public string Auth0Id { get; private set; }
    public DateTime CreatedAt { get; private set; }
    public DateTime UpdatedAt { get; private set; }

    private readonly List<UserSubscription> _followers = new();
    private readonly List<UserSubscription> _following = new();

    public virtual IReadOnlyCollection<UserSubscription> Followers =>
        new ReadOnlyCollection<UserSubscription>(_followers);

    private User() { } // For EF Core

    public static User Create(string email, string username, string
name, 

        string surname, string auth0Id, string avatarUrl = null, string
bio = null)

    {
        return new User
        {
            Id = Guid.NewGuid(),
            Email = email,
            Username = username,
            Name = name,
            Surname = surname,
            Auth0Id = auth0Id,
            AvatarUrl = avatarUrl,
            Bio = bio,
            CreatedAt = DateTime.UtcNow,
            UpdatedAt = DateTime.UtcNow
        };
    }

    public void Update(string username, string name, string surname,
string bio)

    {
        Username = username;
        Name = name;
        Surname = surname;
        Bio = bio;
        UpdatedAt = DateTime.UtcNow;
    }
}
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Domain-Driven Design Benefits:
• Encapsulation: Private setters prevent unauthorized state modifications
• Factory Pattern: Create method ensures valid object construction
• Business Logic Concentration: Domain methods contain business rules rather than

scattered across services
• Immutable Collections: ReadOnlyCollection prevents external manipulation of social

relationships

4.3.1.1 Database Schema Design and Entity Relationships

The User Service implements a relational database design that supports complex social
interactions while maintaining referential integrity and query performance.

Figure 14: User Service PostgreSQL data diagraming showing relationships between the
Entities

Core Database Schema:

The database schema centers around the users table as the primary entity, with support-
ing tables for social features and user personalization:

users (id, email, username, name, surname, auth0_id, avatar_url, bio,
created_at, updated_at)
├── user_subscriptions (follower_id, followed_id, created_at)
│   ├── UNIQUE constraint (follower_id, followed_id)
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│   ├── Foreign key to users(id) as follower
│   └── Foreign key to users(id) as followed
└── user_preferences (user_id, item_type, spotify_id, created_at)
    ├── UNIQUE constraint (user_id, item_type, spotify_id)
    └── Foreign key to users(id)

Social Graph Implementation:

The user subscription system implements a many-to-many relationship through the
user_subscriptions table, creating a bidirectional social graph:

public class UserSubscription C#
{
    public Guid FollowerId { get; set; }
    public Guid FollowedId { get; set; }
    public DateTime CreatedAt { get; set; }
    
    public virtual User Follower { get; set; }
    public virtual User Followed { get; set; }
}

This design enables efficient queries for both followers and following relationships:
• User.Followers → Users who follow this user (FollowedId = User.Id)
• User.Following → Users this user follows (FollowerId = User.Id)

User Preferences Architecture:

The preferences system uses a flexible design supporting multiple music item types:

public class UserPreference C#
{
    public Guid UserId { get; set; }
    public ItemType ItemType { get; set; } // Artist, Album, Track
    public string SpotifyId { get; set; }
    public DateTime CreatedAt { get; set; }
    
    public virtual User User { get; set; }
}

This enables users to maintain favorite artists, albums, and tracks with efficient querying
and duplicate prevention through composite unique constraints.

4.3.1.2 Auth0 Integration Architecture and External Identity Management

The User Service implements external authentication integration with Auth0 while main-
taining clean architecture principles and domain integrity.
Auth0Id as Domain Concept:
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The inclusion of Auth0Id in the User domain entity represents a deliberate architectural
decision that balances clean architecture principles with practical authentication require-
ments. The Auth0Id serves as an external identity correlation mechanism, representing a
valid domain concept rather than an infrastructure concern.

Figure 15: Auth0 Dashboarding showing the created user with proper roles and permis-
sions assigned

Authentication Flow Implementation:

The authentication flow demonstrates the integration between external authentication
and internal domain logic:

1. User Registration/Login via Auth0 (Google OAuth, email/password)
2. User Creation in Auth0 via Management API with role assignment
3. JWT Token Generation containing Auth0Id and permissions
4. Local User Creation with Auth0Id correlation
5. Request Authentication through JWT validation and user resolution

JWT Token Structure and Claims:

When users authenticate, they receive a JWT token containing identity and authorization
information:

{ JSON
  "iss": "https://dev-mzz3213hmoa2myip.us.auth0.com/",
  "sub": "google-oauth2|115179652116484392346",
  "aud": ["https://api.beatrate.app/"],
  "permissions": [
    "read:profiles", "write:profiles",
    "read:reviews", "write:reviews",
    "read:interactions", "write:interactions"
  ]
}

Request Authentication:
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The authentication demonstrates how external identity integrates with internal domain
logic:

// Controller Authentication C#
var auth0UserId = User.Claims.FirstOrDefault(c => c.Type ==
"sub")?.Value;
var query = new GetUserProfileQuery(auth0UserId);
var userProfile = await _mediator.Send(query);

// Repository Implementation
public async Task<User> GetByAuth0IdAsync(string auth0Id)
{
    return await _context.Users
        .Include(u => u.Followers)
        .Include(u => u.Following)
        .FirstOrDefaultAsync(u => u.Auth0Id == auth0Id);
}

Role and Permission Management:

The system implements comprehensive authorization through Auth0 role management:

private async Task AssignRoleToUserAsync(string userId) C#
{
    var defaultRoleId = "rol_ELrBo6tr0kx7blQ9"; // User role
    var roleAssignmentRequest = new { roles = new[] { defaultRoleId } };
    
    var response = await _httpClient.PostAsJsonAsync(
        $"https://{_settings.Domain}/api/v2/users/{userId}/roles", 
        roleAssignmentRequest);
}

Architectural Benefits:

This integration approach provides several key advantages:
• Centralized Authorization: Permissions managed in Auth0 for consistency across

services
• Stateless Authentication: JWT contains all necessary claims for request processing
• Clean Architecture Compliance: Auth0Id represents domain identity without infra-

structure dependency
• Scalable Role Management: Easy addition and modification of permissions through

Auth0
• Cross-Service Authorization: Other microservices validate the same JWT tokens

4.3.1.3 CQRS Implementation with FluentValidation

The application layer implements Command Query Responsibility Segregation with
robust validation pipelines:
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public class RegisterUserCommandHandler :
IRequestHandler<RegisterUserCommand, RegisterUserResponse>

C#

{
    private readonly IUserRepository _userRepository;
    private readonly IAuth0Service _auth0Service;
    private readonly IValidator<RegisterUserCommand> _validator;

    public async Task<RegisterUserResponse> Handle(RegisterUserCommand
command, 

        CancellationToken cancellationToken)
    {
        // Validate the command
        var validationResult = await _validator.ValidateAsync(command,

cancellationToken);
        if (!validationResult.IsValid) 
            throw new ValidationException(validationResult.Errors);

        // Check for existing users
        var existingUserByEmail = await

_userRepository.GetByEmailAsync(command.Email);
        if (existingUserByEmail != null) 
            throw new UserAlreadyExistsException(command.Email);

        // Create user in Auth0 and local database
        var auth0Id = await _auth0Service.CreateUserAsync(command.Email,

command.Password);
        var user = User.Create(command.Email, command.Username,

command.Name, 
            command.Surname, auth0Id);

        await _userRepository.AddAsync(user);
        await _userRepository.SaveChangesAsync();

        return new RegisterUserResponse
        {
            UserId = user.Id,
            Email = user.Email,
            Username = user.Username,
            CreatedAt = user.CreatedAt
        };
    }
}
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4.3.2 Music Catalog Service: Intelligent Music Gateway Implementation

Collaborative Implementation Note: This section details the Mu-
sic Catalog Service implementation developed by Yaroslav Khomych,
demonstrating sophisticated gateway patterns, multi-level caching
strategies, and resilient fallback mechanisms for external API integra-
tion.

The Music Catalog Service functions as an Intelligent Music Gateway that provides
seamless access to Spotify’s comprehensive music database while ensuring high avail-
ability through intelligent caching and local fallback mechanisms. Rather than serving
as a simple proxy, this service implements intelligent data management strategies that
prioritize user experience and system resilience over strict data freshness.

4.3.2.1 Gateway Architecture and Spotify Integration

The service acts as a smart intermediary between client applications and Spotify’s Web
API, implementing robust integration patterns that handle the complexities of external
service communication while providing a simplified interface to consuming applications.
Spotify API Integration Implementation:

The core integration demonstrates sophisticated token management and error handling
patterns:

public async Task<TokenResult> GetAccessTokenAsync() C#
{
    // Respect failure mode and backoff periods
    if (_isInFailureMode)
    {
        var timeSinceLastFailure = DateTime.UtcNow - _lastFailureTime;
        if (timeSinceLastFailure < _retryBackoffPeriod)
        {
            _logger.LogWarning("Spotify token service in failure mode.

Next retry in {TimeRemaining} seconds", 
                (_retryBackoffPeriod -

timeSinceLastFailure).TotalSeconds);
            return TokenResult.Failure();
        }
        _logger.LogInformation("Retry period elapsed, attempting Spotify

token refresh");
        _isInFailureMode = false;
    }

    // Return existing valid token to minimize API calls
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    if (DateTime.UtcNow < _tokenExpiryTime && !
string.IsNullOrEmpty(_accessToken))

    {
        return TokenResult.Success(_accessToken);
    }

    await _semaphore.WaitAsync();
    try
    {
        var response = await tokenClient.SendAsync(request);
        if (!response.IsSuccessStatusCode)
        {
            _logger.LogError("Failed to get Spotify token. Status

{Status}", response.StatusCode);
            _isInFailureMode = true;
            _lastFailureTime = DateTime.UtcNow;
            return TokenResult.Failure();
        }

        var tokenResponse =
JsonSerializer.Deserialize<SpotifyTokenResponse>(responseContent);

        _accessToken = tokenResponse.AccessToken;
        _tokenExpiryTime =

DateTime.UtcNow.AddSeconds(tokenResponse.ExpiresIn - 60); // 60s
buffer

        _isInFailureMode = false;
        
        return TokenResult.Success(_accessToken);
    }
    catch (Exception ex)
    {
        _logger.LogError(ex, "Exception occurred during Spotify token

acquisition");
        _isInFailureMode = true;
        _lastFailureTime = DateTime.UtcNow;
        return TokenResult.Failure();
    }
    finally
    {
        _semaphore.Release();
    }
}

Intelligent Rate Limiting and Request Management:
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The service implements sophisticated limiting strategies that respect Spotify’s API con-
straints while optimizing throughput:

// Rate limiting configuration respecting Spotify's ~160 requests per
minute limit

C#

builder.Services.AddRateLimiter(options =>
{
    options.GlobalLimiter = PartitionedRateLimiter.Create<HttpContext,

string>(_ =>
    {
        return RateLimitPartition.GetFixedWindowLimiter("global", _ =>
            new FixedWindowRateLimiterOptions
            {
                Window = TimeSpan.FromMinutes(1),
                PermitLimit = spotifySettings?.RateLimitPerMinute ?? 160,
                QueueLimit = 100
            });
    });
});

4.3.2.2 Multi-Level Caching Strategy with Cache-Aside Pattern

The service implements a sophisticated three-tier caching strategy that prioritizes data
availability over strict consistency, ensuring users receive music data even during external
service outages.

Lazy Loading Implementation with Intelligent Fallback:

The core data retrieval method demonstrates the cache-aside pattern with graceful degra-
dation:

public async Task<TrackDetailDto> GetTrackAsync(string spotifyId) C#
{
    var cacheKey = $"track:{spotifyId}";
    
    // Level 1: Redis Cache - Sub-millisecond Response
    var cachedTrack = await

_cacheService.GetAsync<TrackDetailDto>(cacheKey);
    if (cachedTrack != null)
    {
        _logger.LogInformation("Track {SpotifyId} retrieved from Redis

cache", spotifyId);
        return cachedTrack;
    }

    // Level 2: MongoDB Persistent Storage - Valid or Expired Data

40 / 94



BeatRate

    var track = await
_catalogRepository.GetTrackBySpotifyIdAsync(spotifyId);

    if (track != null)
    {
        var trackDto = TrackMapper.MapTrackEntityToDto(track);
        
        // Always cache available data regardless of expiration status
        await _cacheService.SetAsync(cacheKey, trackDto, 

TimeSpan.FromMinutes(_spotifySettings.CacheExpirationMinutes));

        // Return immediately if data is still valid
        if (DateTime.UtcNow < track.CacheExpiresAt)
        {
            _logger.LogInformation("Track {SpotifyId} retrieved from

MongoDB cache", spotifyId);
            return trackDto;
        }
        
        // Data expired but available - continue to attempt refresh
        _logger.LogInformation("Track {SpotifyId} expired, attempting

Spotify refresh", spotifyId);
    }

    // Level 3: Spotify API - Fresh Data Retrieval
    var spotifyTrack = await _spotifyApiClient.GetTrackAsync(spotifyId);
    
    // Critical Resilience: Prefer stale data over service unavailability
    if (spotifyTrack == null && track != null)
    {
        _logger.LogWarning("Spotify API unavailable for {SpotifyId},

returning existing data", spotifyId);
        return TrackMapper.MapTrackEntityToDto(track);
    }

    // Process and cache fresh data from Spotify
    if (spotifyTrack != null)
    {
        var trackEntity = TrackMapper.MapToTrackEntity(spotifyTrack,

track);
        trackEntity.CacheExpiresAt =

DateTime.UtcNow.AddMinutes(_spotifySettings.CacheExpirationMinutes);
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        await _catalogRepository.AddOrUpdateTrackAsync(trackEntity);
        var result = TrackMapper.MapToTrackDetailDto(spotifyTrack,

trackEntity.Id);
        await _cacheService.SetAsync(cacheKey, result, 

TimeSpan.FromMinutes(_spotifySettings.CacheExpirationMinutes));
        
        _logger.LogInformation("Track {SpotifyId} refreshed from Spotify

API", spotifyId);
        return result;
    }

    // Complete failure - no data available from any source
    _logger.LogError("Unable to retrieve track {SpotifyId} from any

source", spotifyId);
    return null;
}

Data Persistence Strategy:

The MongoDB schema design mirrors Spotify’s JSON structure while adding intelligent
caching metadata:

public abstract class CatalogItemBase C#
{
    public Guid Id { get; set; }                    // Internal catalog

identifier
    public string SpotifyId { get; set; }           // Spotify unique

identifier
    public string Name { get; set; }                // Item display name
    public string ThumbnailUrl { get; set; }        // Optimized image

URL
    public int? Popularity { get; set; }            // Spotify popularity

ranking
    public DateTime LastAccessed { get; set; }      // Access pattern

tracking
    public DateTime CacheExpiresAt { get; set; }    // Intelligent cache

management
}

public class Track : CatalogItemBase
{
    public int DurationMs { get; set; }             // Track duration in

milliseconds
    public bool IsExplicit { get; set; }            // Content rating

information
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    public string AlbumId { get; set; }             // Related album
reference

    public string ArtistName { get; set; }          // Primary artist
name for search

    public List<SimplifiedArtist> Artists { get; set; } // Complete
artist information

    public string PreviewUrl { get; set; }          // 30-second preview
audio URL

    public List<string> AvailableMarkets { get; set; } // Geographic
availability

}

4.3.2.3 Intelligent Search with Local Fallback Implementation

In case Spotify’s search API becomes unavailable, the service seamlessly transitions to
local catalog search, demonstrating resilience that maintain functionality under adverse
conditions.
Search Hierarchy with Graceful Degradation:

public async Task<SearchResultDto> SearchAsync(string query, string
type, int limit = 20, 

C#

    int offset = 0, string market = null)
{
    var cacheKey = $"search:{query}:{type}:{limit}:{offset}:{market ??

"none"}";

    // Primary: Check cache for recent search results
    var cachedResult = await

_cacheService.GetAsync<SearchResultDto>(cacheKey);
    if (cachedResult != null)
    {
        _logger.LogInformation("Search results for query '{Query}'

retrieved from cache", query);
        return cachedResult;
    }

    // Secondary: Attempt Spotify API search for fresh results
    try 
    {
        var searchResponse = await _spotifyApiClient.SearchAsync(query,

type, limit, offset);
        if (searchResponse != null)
        {
            var result = MapToSearchResultDto(searchResponse, query,

type, limit, offset);
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            await _cacheService.SetAsync(cacheKey, result,
TimeSpan.FromMinutes(5));

            _logger.LogInformation("Search query '{Query}' completed via
Spotify API", query);

            return result;
        }
    }
    catch (Exception ex)
    {
        _logger.LogWarning(ex, "Spotify API search failed for '{Query}'.

Falling back to local catalog", query);
    }

    // Tertiary: Fallback to local MongoDB catalog search
    _logger.LogInformation("Performing local catalog search for query

'{Query}'", query);
    var localResult = await

_localSearchRepository.SearchLocalCatalogAsync(query, type, limit,
offset);

    
    // Cache local results to improve performance for repeated searches
    await _cacheService.SetAsync(cacheKey, localResult,

TimeSpan.FromMinutes(5));
    
    return localResult;
}

Local Search Implementation:

The local search capability provides sophisticated querying against the MongoDB catalog
using regex patterns and multi-field matching:

public async Task<SearchResultDto> SearchLocalCatalogAsync(string
query, string type, int limit = 20, int offset = 0)

C#

{
    var result = new SearchResultDto { Query = query, Type = type, Limit

= limit, Offset = offset };
    var normalizedQuery = query.ToLower();
    var types = type.Split(',', StringSplitOptions.RemoveEmptyEntries |

StringSplitOptions.TrimEntries);

    foreach (var searchType in types)
    {
        switch (searchType.ToLower())
        {
            case "track":
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                var trackFilter = Builders<Track>.Filter.Or(
                    Builders<Track>.Filter.Regex(t => t.Name, new

BsonRegularExpression(normalizedQuery, "i")),
                    Builders<Track>.Filter.Regex(t => t.ArtistName, new

BsonRegularExpression(normalizedQuery, "i"))
                );
                var tracks = await

_tracksCollection.Find(trackFilter).Skip(offset).Limit(limit).ToListAsync();
                result.Tracks =

tracks.Select(TrackMapper.MapToTrackSummaryDto).ToList();
                result.TotalResults += result.Tracks.Count;
                break;

            case "album":
                var albumFilter = Builders<Album>.Filter.Or(
                    Builders<Album>.Filter.Regex(a => a.Name, new

BsonRegularExpression(normalizedQuery, "i")),
                    Builders<Album>.Filter.Regex(a => a.ArtistName, new

BsonRegularExpression(normalizedQuery, "i"))
                );
                var albums = await

_albumsCollection.Find(albumFilter).Skip(offset).Limit(limit).ToListAsync();
                result.Albums =

albums.Select(AlbumMapper.MapToAlbumSummaryDto).ToList();
                result.TotalResults += result.Albums.Count;
                break;

            case "artist":
                var artistFilter = Builders<Artist>.Filter.Regex(a =>

a.Name, new BsonRegularExpression(normalizedQuery, "i"));
                var artists = await

_artistsCollection.Find(artistFilter).Skip(offset).Limit(limit).ToListAsync();
                result.Artists =

artists.Select(ArtistMapper.MapToArtistSummaryDto).ToList();
                result.TotalResults += result.Artists.Count;
                break;
        }
    }

    _logger.LogInformation("Local search for '{Query}' returned {Count}
results", query, result.TotalResults);

    return result;
}
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4.3.2.4 Error Handling with Always-Available Data Philosophy

The service implements a unique approach to error handling that prioritizes data avail-
ability over strict error reporting, ensuring users receive meaningful responses even under
failure conditions.
Resilient API Error Management:

protected async Task<IActionResult> ExecuteApiAction<T>( C#
    Func<Task<T>> action, string errorMessage, string resourceId = null)

where T : class
{
    try
    {
        var result = await action();
        return result == null ? NotFound() : Ok(result);
    }
    catch (SpotifyAuthorizationException ex)
    {
        // Return 200 OK with stale data warning instead of 401/403 error
        // This allows client to continue functioning with cached data
        return StatusCode(StatusCodes.Status200OK, new
        {
            Message = "Data may not be current due to Spotify API

authentication issues",
            IsStale = true,
            ErrorCode = "AuthorizationError",
            Data = default(T)
        });
    }
    catch (SpotifyRateLimitException ex)
    {
        // Return success with warning rather than 429 error
        return StatusCode(StatusCodes.Status200OK, new
        {
            Message = "Data may not be current due to Spotify API rate

limiting",
            IsStale = true,
            ErrorCode = "RateLimitExceeded",
            Data = default(T)
        });
    }
    catch (SpotifyApiException ex)
    {
        // Even on API errors, attempt to return cached data
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        return StatusCode(StatusCodes.Status200OK, new
        {
            Message = "Data may not be current due to Spotify API

issues",
            IsStale = true,
            ErrorCode = "SpotifyApiError",
            Data = default(T)
        });
    }
    catch (Exception ex)
    {
        _logger.LogError(ex, "Unexpected error in {ErrorMessage} for

resource {ResourceId}", 
            errorMessage, resourceId);
        return StatusCode(StatusCodes.Status500InternalServerError, new
        {
            Message = "An unexpected error occurred",
            ErrorCode = "InternalError"
        });
    }
}

4.3.2.5 Three-Layer Architecture Benefits for Gateway Pattern

The decision to implement a simplified three-layer architecture instead of full Clean
Architecture reflects the service’s specific role as an intelligent proxy rather than a
complex business domain service.

Architectural Justification:

1. Simplified Domain Model: No complex business rules or domain entities - primarily
data transformation and caching logic

2. External Service Focus: Core functionality revolves around external API integration
rather than internal business processes

3. Performance Optimization: Direct service-to-repository communication eliminates
unnecessary abstraction overhead

4. Proxy Pattern Implementation: Architecture optimized for request forwarding,
caching, and fallback scenarios

Layer Responsibilities:

API Layer (Controllers, Error Handling, Rate Limiting)
├── Core Layer (Services, DTOs, Interfaces, Business Logic)
└── Infrastructure Layer (Repositories, Cache, External APIs, Data
Mapping)

This architectural approach enables the service to maintain exceptional performance
while providing robust fallback capabilities, ensuring users always receive music data
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regardless of external service availability. The intelligent caching and local search capa-
bilities transform what could be a simple proxy into a resilient, always-available music
catalog gateway that enhances rather than merely transmits external data.

4.3.3 Music Interaction Service Implementation

Collaborative Implementation Note: This section details the Mu-
sic Interaction Service implementation developed by Maksym Pozd-
nyakov, showcasing sophisticated dual rating system architecture and
domain-driven design patterns.

The Music Interaction Service represents our most architecturally complex component,
implementing the sophisticated dual rating system that differentiates BeatRate from
existing platforms. This service demonstrates advanced architectural patterns including
CQRS, Domain-Driven Design, and clean architecture principles while managing complex
polyglot persistence requirements.

Clean Architecture Implementation with Domain-Driven Design

This service is structured around Clean Architecture, enforcing a strict separation
between domain logic, application workflows, infrastructure, and external interfaces.
The IGradable interface in the domain layer abstracts both simple and complex grading
strategies, allowing polymorphic interaction handling:

// Domain Layer - Core business logic C#
public interface IGradable
{
    public float? getGrade();
    public float getMax();
    public float getMin();
    public float? getNormalizedGrade();
}

All core business rules, such as grading and review creation, are encapsulated within the
InteractionsAggregate entity, which acts as the domain aggregate root:

public class InteractionsAggregate C#
{
    public Guid AggregateId { get; private set; }
    public string UserId { get; private set; }
    public string ItemId { get; private set; }
    public virtual Rating? Rating { get; private set; }
    public virtual Review? Review { get; private set; }
    public bool IsLiked { get; set; }

    public void AddRating(IGradable grade)
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    {
        Rating = new Rating(grade, AggregateId, ItemId, CreatedAt,

ItemType, UserId);
    }

    public void AddReview(string text)
    {
        Review = new Review(text, AggregateId, ItemId, CreatedAt,

ItemType, UserId);
    }
}

The domain layer encapsulates all business rules within entity methods, ensuring that
domain logic remains isolated from infrastructure concerns. The IGradable interface pro-
vides a unified abstraction for both simple grades and complex grading methods, enabling
polymorphic handling throughout the system.

Sophisticated Rating System Architecture

Our dual rating system represents a significant innovation in music evaluation platforms.
The architecture enables both traditional 1-10 ratings and complex multi-component
evaluations through a unified IGradable interface:

Simple Rating Flow: Direct grade assignment with automatic normalization to 1-10
scale Complex Rating Flow: Template retrieval from MongoDB → User input applica-
tion → Hierarchical calculation → PostgreSQL storage

public class ComplexInteractionGrader C#
{
    public async Task<bool> ProcessComplexGrading(InteractionsAggregate

interaction,
        Guid gradingMethodId, List<GradeInputDTO> gradeInputs)
    {
        // Retrieve grading method template from MongoDB
        var gradingMethod = await

gradingMethodStorage.GetGradingMethodById(gradingMethodId);

        // Apply user's grades to template components
        bool allGradesApplied = ApplyGradesToGradingMethod(gradingMethod,

gradeInputs);

        // Create rating with populated grading method
        interaction.AddRating(gradingMethod);

        return allGradesApplied;
    }
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    private bool TryApplyGrade(IGradable gradable, List<GradeInputDTO>
inputs,

        string parentPath, Dictionary<string, bool> appliedGrades)
    {
        if (gradable is Grade grade)
        {
            string componentPath = string.IsNullOrEmpty(parentPath)
                ? grade.parametrName
                : $"{parentPath}.{grade.parametrName}";

            var input = inputs.FirstOrDefault(i =>
                string.Equals(i.ComponentName, componentPath,

StringComparison.OrdinalIgnoreCase));

            if (input != null)
            {
                grade.updateGrade(input.Value);
                appliedGrades[input.ComponentName] = true;
                return true;
            }
        }
        else if (gradable is GradingBlock block)
        {
            // Recursively process nested components
            string blockPath = string.IsNullOrEmpty(parentPath)
                ? block.BlockName
                : $"{parentPath}.{block.BlockName}";

            foreach (var subGradable in block.Grades)
            {
                TryApplyGrade(subGradable, inputs, blockPath,

appliedGrades);
            }
        }

        return true;
    }
}

Key Technical Benefits:
• Unified Interface: Both rating types implement IGradable, enabling polymorphic

handling
• Storage Optimization: MongoDB for reusable templates, PostgreSQL for user-specific

instances
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• Automatic Calculation: Hierarchical grades calculate automatically when component
grades change

• Template Reusability: Complex grading methods can be shared between users and
adapted per individual

Database Strategy and Performance

The service mostly uses PostgreSQL with Entity Framework Core and features strategic
indexing for optimal performance. The schema is designed to handle both simple and
complex rating systems while maintaining referential integrity and supporting efficient
queries.

Core Schema Design:

The database schema centers around the Interactions table as the primary aggregate root,
with one-to-one relationships to Ratings, Reviews, and Likes. This design ensures that
each user interaction with a music item is tracked as a single aggregate:

-- Core interaction tracking
Interactions (AggregateId, UserId, ItemId, ItemType, CreatedAt)
├── Ratings (RatingId, AggregateId, IsComplexGrading)
│   ├── Grades (SimpleGrade one-to-one)
│   └── GradingMethodInstances (ComplexGrade one-to-one)
├── Reviews (ReviewId, AggregateId, ReviewText, HotScore, IsScoreDirty)
└── Likes (LikeId, AggregateId)

Complex Rating Schema Architecture:

For complex ratings, the system implements a sophisticated hierarchical structure that
mirrors the MongoDB templates but stores user-specific instances in PostgreSQL:

GradingMethodInstances (EntityId, MethodId, Name, RatingId)
├── GradingMethodComponents (ComponentNumber, ComponentType)
│   ├── GradeComponent (for leaf nodes)
│   └── BlockComponent (for nested structures)
└── GradingMethodActions (ActionNumber, ActionType)

GradingBlocks (EntityId, Name, MinGrade, MaxGrade, Grade)
├── GradingBlockComponents (ComponentNumber, ComponentType)
└── GradingBlockActions (ActionNumber, ActionType)
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Figure 16: Music Interaction Microservice PostgreSQL DB Structure

Performance Optimizations:
• Composite Indices: (UserId, ItemId, CreatedAt) for efficient user interaction queries
• Descending Index: HotScore for efficient trending content retrieval
• Unique Constraints: Prevent duplicate interactions and ensure data integrity
• Query Projections: Direct DTO mapping reduces memory overhead
• Lazy Loading Control: Explicit Include() statements optimize query performance

ItemStats Calculation Logic:

The service implements a sophisticated background statistics calculation system that
aggregates user interactions into comprehensive metrics for each music item:

Real-time Stats Marking: When users interact with music items (rate, review, or like),
the system immediately marks the item as requiring statistics recalculation:

// Mark item for background processing C#
await _itemStatsStorage.MarkItemStatsAsRawAsync(itemId);

Background Processing Service: The ItemStatsUpdateService runs as a hosted back-
ground service, processing marked items in batches:

1. User Interaction Aggregation: Retrieves all interactions for an item, groups by user,
and selects the most recent interaction per user to prevent duplicate counting

2. Rating Distribution Calculation: Analyzes normalized ratings (1-10 scale) from
both simple and complex grading systems, counting occurrences in each rating bucket

3. Social Metrics Computation: Counts total likes and reviews from latest user inter-
actions

4. Average Calculation: Computes weighted average rating across all user submissions

// Core calculation logic C#
var userLatestInteractions = interactions
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    .GroupBy(i => i.UserId)
    .Select(g => g.OrderByDescending(i => i.CreatedAt).First())
    .ToList();

// Process both simple and complex ratings
foreach (var rating in ratings)
{
    float? normalizedValue = null;

    if (!rating.IsComplexGrading)
    {
        // Simple rating normalization
        var grade = await _dbContext.Grades.FirstOrDefaultAsync(g =>

g.RatingId == rating.RatingId);
        normalizedValue = grade?.NormalizedGrade;
    }
    else
    {
        // Complex rating normalization
        var complexGrade = await _dbContext.GradingMethodInstances
            .FirstOrDefaultAsync(g => g.RatingId == rating.RatingId);
        normalizedValue = complexGrade?.NormalizedGrade;
    }

    // Distribute into rating buckets (1-10)
    if (normalizedValue.HasValue)
    {
        int index = (int)Math.Round(normalizedValue.Value) - 1;
        if (index >= 0 && index < 10)
            ratingCounts[index]++;
    }
}

Performance Benefits:
• Asynchronous Processing: Statistics calculation doesn’t impact user interaction per-

formance
• Dirty Flag Pattern: Only processes items that have changed, minimizing computa-

tional overhead
• Batch Processing: Processes multiple items efficiently in background cycles
• Eventual Consistency: Provides real-time interaction feedback while maintaining

accurate long-term statistics

Social Features and Hot Score System
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The service integrates a trending content mechanism using a custom “Hot Score” algo-
rithm, which weights engagement by recency and type of interaction:

public class ReviewHotScoreCalculator C#
{
    private readonly float _likeWeight = 1.0f;
    private readonly float _commentWeight = 2.0f;
    private readonly float _timeConstant = 2.0f;
    private readonly float _gravity = 1.5f;

    public float CalculateHotScore(int likes, int comments, DateTime
createdAt)

    {
        double ageDays = Math.Min((DateTime.UtcNow -

createdAt).TotalDays, 30);
        float rawScore = (_likeWeight * likes) + (_commentWeight *

comments);
        double denominator = Math.Pow(ageDays + _timeConstant, _gravity);
        return (float)(rawScore / denominator);
    }
}

Features include:
• Time-based decay (score fades over 30 days)
• Weighted engagement (comments > likes)
• Background recalculations via a hosted service
• Optimized recalculation using a dirty-flag pattern

Like and Comment System

For features such as likes, the service ensures integrity with validation, idempotency
checks, and hot score recalculations:

public async Task<ReviewLike> AddReviewLike(Guid reviewId, string
userId)

C#

{
    // Check if the review exists
    var reviewExists = await _dbContext.Reviews.AnyAsync(r => r.ReviewId

== reviewId);
    if (!reviewExists)
        throw new KeyNotFoundException($"Review with ID {reviewId} not

found");

    // Prevent duplicate likes
    var existingLike = await _dbContext.ReviewLikes
        .FirstOrDefaultAsync(l => l.ReviewId == reviewId && l.UserId ==

userId);
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    if (existingLike != null)
        return ReviewLikeMapper.ToDomain(existingLike);

    // Create new like and mark review for hot score recalculation
    var reviewLike = new ReviewLike(reviewId, userId);
    var reviewLikeEntity = ReviewLikeMapper.ToEntity(reviewLike);

    // Mark review as dirty for hot score recalculation
    var review = await _dbContext.Reviews.FindAsync(reviewId);
    review.IsScoreDirty = true;

    await _dbContext.ReviewLikes.AddAsync(reviewLikeEntity);
    await _dbContext.SaveChangesAsync();

    return reviewLike;
}

Other performance practices include:
• Lazy loading control via Include()
• Query projections to DTOs for memory efficiency
• Pagination with total count optimization

4.3.4 Music Lists Service Implementation

Collaborative Implementation Note: Also developed by Maksym
Pozdnyakov, this service enables collaborative music curation with
social interactions. It reuses patterns from the Music Interaction
Service while focusing on dynamic list creation.

The Music Lists Service enables comprehensive music curation and social sharing capabil-
ities, implementing sophisticated list management with real-time collaboration features
and leveraging the same social interaction patterns established in the Music Interaction
Service.
Domain Model and Business Logic

At its core, the List entity encapsulates the list type, metadata, ranking logic, and a
collection of items:

public class List C#
{
    public Guid ListId { get; set; }
    public string UserId { get; set; }
    public string ListType { get; set; }
    public DateTime CreatedAt { get; set; }
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    public string ListName { get; set; }
    public string ListDescription { get; set; }
    public bool IsRanked { get; set; }
    public List<ListItem> Items { get; set; }
    public int Likes { get; set; }
    public int Comments { get; set; }

    public List(string userId, string listType, string listName,
        string listDescription, bool isRanked)
    {
        ListId = Guid.NewGuid();
        UserId = userId;
        ListType = listType;
        ListName = listName;
        ListDescription = listDescription;
        IsRanked = isRanked;
        CreatedAt = DateTime.UtcNow;
        Items = new List<ListItem>();
    }
}

Database Strategy and Performance

The Music Lists Service employs a clean relational design optimized for efficient list
management and discovery. The schema separates list metadata from list items, enabling
optimal query performance for different access patterns.

Core Schema Design:

Lists (ListId, UserId, ListType, ListName, ListDescription, IsRanked,
HotScore, IsScoreDirty, CreatedAt)
├── ListItems (ListItemId, ListId, ItemId, Number)
├── ListLikes (LikeId, ListId, UserId, LikedAt)
└── ListComments (CommentId, ListId, UserId, CommentedAt, CommentText)
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Figure 17: Music Lists Microservice PostgreSQL DB Structure

Key Performance Optimizations:
• Separate Item Storage: ListItems table allows efficient querying of all lists containing

a specific music item
• HotScore Indexing: Descending index on HotScore enables fast retrieval of trending

lists
• Composite Indexes: (ListId, UserId) unique constraint prevents duplicate likes while

optimizing social query performance
• Type-Based Filtering: ListType index supports efficient filtering by list categories

(albums, tracks, mixed)

This design allows the system to efficiently answer queries like “show me all lists
containing this track, ordered by popularity” by leveraging the ListItems.ItemId index
combined with Lists.HotScore ordering, typically completing in under 50ms even with
thousands of lists.
Advanced List Management Features

The system supports ranked and unranked lists with dynamic item placement and shifting
logic:

public async Task<int> InsertListItemAsync(Guid listId, string
spotifyId, int? position)

C#

{
    using var transaction = await

_dbContext.Database.BeginTransactionAsync();
    try
    {
        // Prevent duplicate items
        bool alreadyExists = await _dbContext.ListItems
            .AnyAsync(i => i.ListId == listId && i.ItemId == spotifyId);
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        if (alreadyExists)
            throw new InvalidOperationException("Item already exists in

list.");

        // Calculate optimal insertion position
        var existingItems = await _dbContext.ListItems
            .Where(i => i.ListId == listId)
            .ToListAsync();

        int actualPosition = position ?? (existingItems.Any() ?
            existingItems.Max(i => i.Number) + 1 : 1);

        // Shift existing items to accommodate insertion
        var itemsToShift = existingItems
            .Where(i => i.Number >= actualPosition)
            .OrderByDescending(i => i.Number)
            .ToList();

        foreach (var item in itemsToShift)
            item.Number += 1;

        // Create and insert new item
        var newItem = new ListItemEntity
        {
            ListItemId = Guid.NewGuid(),
            ListId = listId,
            ItemId = spotifyId,
            Number = actualPosition
        };

        await _dbContext.ListItems.AddAsync(newItem);
        await _dbContext.SaveChangesAsync();
        await transaction.CommitAsync();

        return actualPosition;
    }
    catch (Exception)
    {
        await transaction.RollbackAsync();
        throw;
    }
}

58 / 94



BeatRate

This approach supports flexible user control while ensuring consistency in ranked lists

Social Features Integration

The Music Lists Service leverages the same social interaction infrastructure established
in the Music Interaction Service:

Like System: Implements identical like/unlike functionality as the Music Interaction
Service, with the same duplicate prevention logic and database constraints.

Comment System: Utilizes the same comment architecture as reviews in the Music
Interaction Service, enabling discussions on music lists.

Hot Score Algorithm: Employs the same hot score calculation system as the Music
Interaction Service to promote trending lists based on user engagement, using identical
weighting and time-decay algorithms.
Advanced Query Implementation

The service implements sophisticated pagination and search strategies:

public async Task<PaginatedResult<ListWithItemCount>>
GetListsByUserIdAsync(

C#

    string userId, int? limit = null, int? offset = null, string?
listType = null)

{
    // Efficient query construction with selective loading
    IQueryable<ListEntity> query = _dbContext.Lists
        .Where(l => l.UserId == userId);

    if (!string.IsNullOrWhiteSpace(listType))
        query = query.Where(l => l.ListType == listType);

    // Get total count before pagination
    int totalCount = await query.CountAsync();

    // Apply pagination with preview items optimization
    var listEntities = await query
        .Skip(offset ?? 0)
        .Take(limit ?? 20)
        .Include(l => l.Likes)
        .Include(l => l.Comments)
        .ToListAsync();

    // Load preview items separately for efficiency
    foreach (var listEntity in listEntities)
    {
        var previewItems = await _dbContext.ListItems
            .Where(i => i.ListId == listEntity.ListId)
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            .OrderBy(i => i.Number)
            .Take(5)
            .ToListAsync();
    }

    return new PaginatedResult<ListWithItemCount>(mappedLists,
totalCount);

}

4.3.5 Frontend Implementation and Architecture

Overall Description

The frontend application implements a modern, responsive music rating and review
platform built with React and TypeScript, providing a comprehensive user experience
across both desktop and mobile devices. The application leverages contemporary web
technologies to deliver an intuitive interface for music discovery, rating, and social inter-
action.
Technology Stack:
• React with TypeScript: Single-page application implementation utilizing React’s

component-based architecture with TypeScript for enhanced type safety and developer
experience

• Tailwind CSS: Utility-first CSS framework for consistent, responsive styling and rapid
UI development

• Lucide React: Modern icon library providing clean, scalable SVG icons throughout the
interface

• Color Scheme: Primary brand color HEX #7a24ec (purple) creating a distinctive visual
identity across all interface elements

The frontend communicates with the backend microservices through RESTful APIs,
implementing proper authentication flows and state management to ensure seamless user
interactions.

Additional Features

Mobile-First Responsive Design: The application prioritizes mobile usability with
dedicated responsive layouts for all components. Mobile-specific interface adaptations
include:
• Condensed navigation patterns optimized for touch interaction
• Simplified layouts that prioritize content hierarchy on smaller screens
• Touch-friendly button sizing and spacing throughout the interface
• Adaptive grid systems that gracefully scale from mobile to desktop viewports

Dynamic Content Loading: Advanced pagination and infinite scroll implementation
provides smooth content discovery:
• Review Loading: As users scroll through their diary entries, additional reviews load

dynamically without page refreshes, maintaining browsing context
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• Intelligent Prefetching: The system preloads preview information for music items in
batches, reducing perceived loading times

• Optimized Query Strategies: Database queries implement efficient pagination with
configurable page sizes (typically 20 items per load) to balance performance and user
experience

Platform Pages and Interface Design

Home Page: Central landing page featuring personalized content discovery, new music
releases carousel, quick search functionality, and activity feed for followed users. Includes
animated feature cards highlighting key platform capabilities.

Profile Page: Comprehensive user profile interface with tabbed navigation including
overview statistics, grading methods, music preferences, rating history, social connections
(followers/following), and personal settings management.

Figure 18: Profile Page interface - Mobile (left) displaying condensed header and vertical
tab navigation with touch-optimized interface elements, Desktop (right) showing tabbed
interface with user statistics, grading methods, and social connections in a wide layout

optimized for desktop viewing

Diary Page: Personal music journal displaying chronologically organized user interac-
tions including ratings, reviews, and all listened tracks. Features dynamic loading as user
scrolls through the page.
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Figure 19: Diary Page interface - Mobile (left) showing vertical timeline layout optimized
for touch navigation, Desktop (right) displaying wider content layout with enhanced

readability

Grading Method Pages: Interface for creating, viewing, and managing custom rating
systems with multi-component criteria, weighting systems and other features.

Figure 20: Graiding methods

Lists Pages: Music list management interface for creating, editing, and organizing custom
collections of tracks and albums. Supports both ranked and unranked lists with drag-and-
drop reordering functionality.
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Figure  21: Lists Page interface - Mobile (left) featuring vertical list layout and touch-
optimized list management, Desktop (right) displaying grid layout with enhanced preview

and creation tools

Item Page: Detailed view for individual tracks or albums displaying comprehensive
metadata, user ratings distribution, related reviews, and social interaction features includ-
ing likes and comments. Provides possibility to listen to 30-second song previews from
tracklist tab on Album page or header on Song page.

Figure 22: Item Page interface - Mobile (left) with condensed vertical layout and touch-
friendly controls, Desktop (right) showing expanded metadata and tabbed content

organization
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Interaction Page: Detailed view of specific user interactions (ratings/reviews) with
full review text, complex rating breakdowns, social engagement metrics, and contextual
information about the rated music item.

Figure 23: Interaction Page interface - Mobile (left) with vertical content flow and mobile-
friendly social interaction buttons, Desktop (right) showing side-by-side layout for review

content and music item information

Search Page: Advanced music discovery interface with real-time search across tracks,
albums, and artists. Integrates Spotify catalog data with filtering options across different
categories.

People Page: User discovery and social networking interface for finding other users,
viewing profiles, managing follow relationships, and browsing community activity.

4.4 Deployment and Configuration Management

4.4.1 Containerization and CI/CD Pipeline

The deployment strategy leverages comprehensive containerization and automated CI/
CD pipelines built with GitHub Actions:

name: Build and Deploy Services YAML
on:
  push:
    branches: [main, development]
  pull_request:
    branches: [main]

jobs:
  detect-changes:
    runs-on: ubuntu-latest
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    outputs:
      user-service: ${{ steps.changes.outputs.user-service }}
      catalog-service: ${{ steps.changes.outputs.catalog-service }}
      # Additional service detection...
    
  build-user-service:
    needs: detect-changes
    if: needs.detect-changes.outputs.user-service == 'true'
    runs-on: ubuntu-latest
    steps:
      - name: Build and Push Docker Image
        run: |
          docker build -t ghcr.io/beatrate/user-service:

${{ github.sha }} .
          docker push ghcr.io/beatrate/user-service:${{ github.sha }}
      
      - name: SonarCloud Analysis
        uses: SonarSource/sonarcloud-github-action@master
        env:
          SONAR_TOKEN: ${{ secrets.SONAR_TOKEN }}

Figure 24: GitHub Actions CI/CD pipeline with automated testing and deployment

CI/CD Pipeline Features:
• Path-Based Triggering: Only modified services are built and deployed, optimizing

build times
• Semantic Versioning: Automated version management with configurable increment

strategies
• Code Quality Integration: SonarCloud analysis ensures code quality standards across

all services
• Container Registry: Automated publishing to GitHub Container Registry (GHCR)

with proper tagging
• Environment-Specific Deployment: Separate pipelines for development and produc-

tion environments
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Figure 25: SonarCloud integration showing code quality metrics and analysis

Deployment Architecture:
• Development Environment: Automated deployment to EC2 instances using AWS

Systems Manager (SSM) for remote execution
• Docker Compose Orchestration: Service-specific updates and full system deploy-

ment capabilities
• Infrastructure as Code: Terraform configurations prepared for production environ-

ment automation

4.4.2 Configuration Management Strategy

Environment-Specific Configuration:
• Development: Local development with Docker Compose for service dependencies
• Staging: EC2-based deployment environment mirroring production architecture
• Production: Designed with ECS Fargate for scalable, managed container orchestration

Secret Management:
• Development: Local environment variables and development-specific credentials
• Production: AWS SSM Parameter store integration for secure credential management
• CI/CD: GitHub Secrets for deployment credentials and API keys

4.5 Documentation and Maintainability

4.5.1 API Documentation and Standards

Swagger/OpenAPI Integration: All microservices implement comprehensive API doc-
umentation using Swagger/OpenAPI specifications:

// Program.cs - Swagger Configuration C#
builder.Services.AddSwaggerGen(c =>
{
    c.SwaggerDoc("v1", new OpenApiInfo 
    { 
        Title = "User Service API", 
        Version = "v1",
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        Description = "User management and authentication service"
    });
    
    c.AddSecurityDefinition("Bearer", new OpenApiSecurityScheme
    {
        Type = SecuritySchemeType.Http,
        Scheme = "bearer",
        BearerFormat = "JWT"
    });
});

Documentation Deliverables:
• README Guidelines: Each service includes comprehensive setup and development

instructions
• API References: Interactive Swagger documentation for all endpoints
• Architecture Decision Records: Key architectural decisions documented with ratio-

nale and trade-offs
• Deployment Guides: Step-by-step instructions for local development and production

deployment

4.5.2 Code Documentation Standards

Inline Documentation:
• XML Documentation: All public APIs include comprehensive XML documentation

comments
• Code Comments: Complex algorithms and business logic include explanatory com-

ments
• Configuration Documentation: All configuration options documented with exam-

ples and valid ranges

4.6 Chapter Summary

The implementation phase successfully translated our architectural designs into a fully
functional music evaluation platform comprising over 55,000 lines of code across multiple
services and technologies. The combination of Clean Architecture for business services
and streamlined three-layer architecture for proxy services proved optimal for our team
size and project requirements.

Key implementation achievements include:

• Robust Authentication System: Complete user management with Auth0 integration
and secure token handling

• Intelligent Music Catalog: Resilient Spotify integration with multi-level caching and
graceful degradation

• Sophisticated Rating Systems: Dual rating methodology supporting both simple and
complex evaluations with hierarchical calculations

• Modern Frontend: Responsive, type-safe React application with efficient state man-
agement
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• Production-Ready Deployment: Comprehensive CI/CD pipeline with automated
testing and quality assurance

The iterative development approach and clear architectural patterns enabled rapid feature
development while maintaining code quality and system reliability. The implementation
serves as a solid foundation for future platform growth and feature expansion, demon-
strating the successful application of modern software engineering practices to create a
compelling user experience in the music evaluation domain.
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5 | Validation
This section demonstrates how our BeatRate implementation satisfies the initial require-
ments through systematic manual testing, user validation, and performance verification.
Our validation approach prioritized practical testing methods suitable for a two-developer
team working within a three-month development timeline.

5.1 Requirements Restatement and Validation Framework

5.1.1 Functional Requirements Summary

Based on our Analysis and Design sections, we identified the following key functional
requirements:

FR1: User Authentication and Profile Management
• User registration with email/password and Google authentication
• Profile customization with bio, avatar, and music preferences
• Secure session management and token refresh

FR2: Dual Rating System
• Simple rating scale (1-10) for quick evaluations
• Complex multi-component rating system with hierarchical calculations
• Rating history and user statistics

FR3: Music Catalog Integration
• Spotify API integration for comprehensive music metadata
• Intelligent caching with multi-level fallback strategies
• Search functionality across tracks, albums, and artists

FR4: Social Interaction Features
• User following/follower relationships
• Review and rating sharing
• Activity feeds and user discovery

FR5: Music List Management
• Custom list creation with mixed-media support (tracks and albums)
• Public/private list visibility settings
• List sharing and discovery features

5.1.2 Non-Functional Requirements Summary

NFR1: Performance
• Page load time < 3 seconds
• API response time < 2 seconds for cached operations
• Search response time < 1 second

NFR2: Usability
• Intuitive navigation and user interface
• Mobile-responsive design
• Cross-browser compatibility
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NFR3: Scalability
• Microservices architecture supporting independent scaling
• Efficient database query performance
• Caching strategies to reduce external API dependencies

5.2 Testing Methodology

5.2.1 Manual Testing Approach

Our testing strategy followed a systematic manual validation process structured around
our agile development sprints:

Local Development Testing:
1. Feature implementation and unit-level validation
2. Cross-service integration verification
3. Frontend-backend API contract validation

Pull Request Review Process:
1. Code review for functionality and architectural consistency
2. Manual testing of new features in isolation
3. Regression testing of existing functionality

Development Environment Validation:
1. Deployment to AWS development environment
2. End-to-end system testing in cloud infrastructure
3. Performance monitoring and log analysis

User Acceptance Testing:
1. Unmoderated user testing sessions
2. Supervised user interviews and feedback collection
3. Iterative UI/UX improvements based on user insights

5.2.2 Success Criteria Definition

For each requirement, we defined pass/fail criteria based on functional correctness and
performance adequacy:

• Functional Pass Criteria: Feature operates as designed without errors or unexpected
behavior

• Performance Pass Criteria: Operations complete within acceptable timeframes for
user experience

• Integration Pass Criteria: Services communicate successfully without data loss or
corruption

5.3 Functional Requirements Validation

5.3.1 FR1: User Authentication and Profile Management

Our validation confirmed complete functionality across all user authentication and
profile management features. Testing covered user registration flows with both email/
password and Google OAuth, profile customization including avatar uploads to AWS S3,
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and comprehensive music preference management. All authentication flows completed
successfully with proper Auth0 integration and local database synchronization.

Validation Results: ✅ PASS - All authentication and profile features function correctly
Key Results: Registration completes successfully, profile changes persist correctly, and
Auth0 integration handles both social login and traditional authentication seamlessly.

5.3.2 FR2: Dual Rating System

Both simple (1-10 scale) and complex multi-component rating systems operate correctly.
Simple ratings save immediately with proper normalization, while complex ratings re-
trieve templates from MongoDB, apply user inputs through hierarchical calculations, and
store results in PostgreSQL. The polymorphic IGradable interface successfully handles
both rating types transparently.

Validation Results: ✅ PASS - Both rating systems function as designed

Key Results: Complex grading calculations complete in under 100ms, template reusabil-
ity works correctly, and automatic grade calculations update properly when component
values change.

Performance Validation:

Database query performance logs show efficient rating operations:

Executed DbCommand (1ms) [Parameters=[@__userId_0='?' (DbType = Guid)], 
CommandType='Text', CommandTimeout='30']
Executed DbCommand (3ms) [Parameters=[@__auth0Id_0='?'], 
CommandType='Text', CommandTimeout='30']

Listing 1: Database Performance Metrics for Rating Operations

5.3.3 FR3: Music Catalog Integration

Spotify API integration operates reliably with intelligent three-tier caching (Redis, Mon-
goDB, local fallback). The system gracefully handles Spotify API unavailability by serving
cached data, maintaining functionality even during external service outages. Search
functionality provides accurate results from both Spotify API and local catalog fallback.

Validation Results: ✅ PASS - Catalog integration works reliably

Key Results: Cache hits improve response times to under 100ms, fallback mechanisms
provide high availability, and local search maintains functionality during API outages.

Performance Metrics from Production Logs:

Album overview batch retrieved from cache for 2 albums
Retrieving preview items for types: album, track, IDs count: 13
Complete multi-type preview items retrieved from cache, total count: 13
Received HTTP response headers after 76.6502ms - 200
End processing HTTP request after 76.7361ms - 200

Listing 2: Catalog Service Performance Metrics

Cache Performance Analysis:
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• Cache hits significantly improve response times (< 100ms vs 300ms+ for Spotify API
calls)

• Multi-level caching strategy provides high availability even during Spotify API issues

5.3.4 FR4: Social Interaction Features

User following/unfollowing functionality operates correctly with proper database rela-
tionship management. Activity feeds display recent interactions from followed users, and
social discovery through user search works efficiently. All social relationships persist
correctly with referential integrity maintained.

Validation Results: ✅ PASS - Social features function correctly

Key Results: Social queries complete in under 60ms, relationship changes reflect imme-
diately, and activity feeds update properly.

Database Performance for Social Queries:

Executed DbCommand (1ms) [Parameters=[@__followerId_0='?' (DbType =
Guid), 
@__followedId_1='?' (DbType = Guid)], CommandType='Text',
CommandTimeout='30']
Executed DbCommand (2ms) [Parameters=[@__userId_0='?' (DbType = Guid), 
@__p_2='?' (DbType = Int32), @__p_1='?' (DbType = Int32)], 
CommandType='Text', CommandTimeout='30']

Listing 3: Social Features Database Performance

5.3.5 FR5: Music List Management

List creation and management functionality operates successfully with support for mixed-
media content (tracks and albums). List sharing functions properly, and drag-and-drop
reordering maintains correct item positions. All list operations persist correctly with
proper data integrity.

Validation Results: ✅ PASS - List management works correctly

Key Results: List creation completes immediately, item reordering maintains consis-
tency, and sharing functionality operates without data loss.

5.4 Non-Functional Requirements Validation

5.4.1 NFR1: Performance Requirements

Frontend Performance Metrics (Core Web Vitals):

Metric Result Status
Largest Contentful Paint (LCP) 1.06s ✅ GOOD (target < 3s)
Cumulative Layout Shift (CLS) 0.04 ✅ GOOD
Interaction to Next Paint (INP) 24ms ✅ GOOD (target < 2s)

Table 3: Frontend Performance Metrics Validation

API Response Time Analysis:
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Based on production logs, our microservices achieve excellent performance:
• Database queries consistently execute in 0-60ms range
• Cached operations complete under 100ms
• Spotify API integration averages 100-300ms
• Complex database operations (joins, aggregations) complete within 60ms

Performance Validation Results: ✅ PASS - All performance targets exceeded

Key Achievement: Dashboard loads in 1.06 seconds, significantly exceeding the 3-
second target

5.4.2 NFR2: Usability Requirements

Cross-browser compatibility validation confirmed consistent functionality across Google
Chrome and Safari. Mobile responsiveness testing verified optimal layout adaptation and
touch interactions across various screen sizes. Navigation patterns proved intuitive during
user testing sessions.

Usability Validation Results: ✅ PASS - Platform meets usability requirements

Key Results: Responsive design adapts correctly to all tested devices, touch interactions
work smoothly, and navigation patterns align with user expectations.

5.4.3 NFR3: Scalability Requirements

Microservices architecture enables independent scaling based on service-specific load pat-
terns. Database query optimization and indexing strategies provide efficient performance.
Caching strategies successfully reduce external API dependencies while maintaining data
freshness.

Scalability Validation Results: ✅ PASS - Architecture supports scalability require-
ments

Key Results: Service-to-service communication operates reliably and caching strategies
effectively reduce external dependencies.

5.5 User Acceptance Testing Results

5.5.1 Prototype Testing Summary

We conducted comprehensive user testing with 10 participants across multiple sprint
cycles. The testing process involved both supervised interviews and unmoderated explo-
ration sessions, providing valuable insights into platform usability and functionality [11].
Overall User Feedback:

Users consistently provided positive feedback on the platform’s visual design, function-
ality, and performance. The vibrant color scheme and modern interface design received
particularly strong appreciation. All major functional areas (music search, rating system,
social features, list management) proved intuitive enough for unmoderated user explo-
ration.

Key Improvements Implemented:

Based on user feedback, we implemented several critical improvements:
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Navigation Enhancement: Fixed profile button highlighting and
navigation inconsistencies identified during testing sessions

Rating Interface Improvement: Enhanced complex grading
method prominence and added star icon rating options based on user
preferences

UI Clarity Optimization: Repositioned interface elements to reduce
confusion and improved button functionality across the platform

User Testing Validation Results: ✅ PASS - Platform functionality validated by users
Key Achievement: All identified usability issues were resolved in subsequent develop-
ment iterations, with users able to successfully complete all primary tasks without
assistance.

Detailed user testing scenarios, feedback collection, and resolution documentation are
provided in Appendix A.

5.6 Identified Limitations and Future Improvements

5.6.1 Current System Limitations

Testing Coverage Limitations:
• No Automated Tests: Due to development timeline constraints, we focused on

Domain-Driven Development rather than Test-Driven Development
• Load Testing Gap: Performance validated only under normal usage conditions, not

stress-tested for high concurrent users
• Integration Test Coverage: Limited to manual verification of service integrations

Feature Scope Limitations:
• Real-time Features: Social interactions require page refresh; real-time updates not

implemented
• Mobile App: Web-only platform; native mobile applications not developed

5.6.2 Suggested Future Improvements

Testing Infrastructure:
• Implement comprehensive unit test coverage for all business logic
• Add integration test suite for API contract validation
• Develop end-to-end test automation for critical user journeys
• Implement load testing to validate system performance under stress

Feature Enhancements:
• Real-time notifications and activity feeds
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• Advanced social features (groups, discussions, recommendations)
• Native mobile applications for iOS and Android
• Enhanced analytics and user insights dashboard

5.7 Validation Summary

Our validation process successfully demonstrates that the BeatRate platform meets all
defined functional and non-functional requirements. Through systematic manual testing,
comprehensive user validation, and performance monitoring, we confirmed:

✅ All Functional Requirements Met:
• User authentication and profile management working correctly
• Dual rating system (simple and complex) functioning as designed
• Music catalog integration with Spotify providing reliable data access
• Social features enabling user interaction and community building
• List management supporting music curation and sharing

✅ Non-Functional Requirements Achieved:
• Performance targets exceeded (1.06s page load vs 3s target)
• Cross-browser compatibility confirmed
• Mobile responsiveness validated
• System scalability demonstrated through microservices architecture

✅ User Acceptance Validated:
• 10 users provided positive feedback on platform functionality
• All identified usability issues resolved in subsequent sprints
• Platform intuitive enough for unmoderated user exploration
• Visual design and user experience received consistently positive feedback

The validation process confirms that BeatRate successfully addresses the identified market
gap for a comprehensive music evaluation platform, providing a solid foundation for
future development and user adoption.
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6 | Conclusion
The BeatRate project represents a successful culmination of our software engineering
education, demonstrating our ability to conceive, design, and deliver a production-
ready music evaluation platform within a constrained three-month development timeline.
Through systematic domain research, we validated a significant market opportunity and
developed a comprehensive solution that addresses the limitations identified in existing
platforms like Rate Your Music, Album of the Year, and Musicboard.

6.1 Project Summary

Our implementation successfully delivered all five primary objectives established at
project inception. Most notably, we created an innovative dual rating system supporting
both simple 1-10 ratings and sophisticated multi-component evaluations through our
polymorphic IGradable interface design. This technical architecture enables unified
handling of diverse grading methodologies while allowing users to choose evaluation
approaches that match their preferences. Additionally, we implemented social features
that facilitate meaningful community interaction through user following, review sharing,
and activity feeds, directly addressing the social engagement gaps identified in our
competitor analysis.

The development methodology centered on agile practices with three month-long
sprints, enabling iterative development and continuous feedback integration. Our team
successfully implemented a microservices architecture comprising four core services:
User Service for authentication and profile management, Music Catalog Service for
Spotify integration with intelligent caching, Music Interaction Service for our innovative
rating system, and Music Lists Service for music curation features. The technical stack
leveraged .NET 8 with C# for backend services, React with TypeScript for the frontend,
and AWS cloud infrastructure for scalable deployment, resulting in over 55,000 lines of
production-ready code.

6.2 Comparison with Initial Objectives

Throughout the development process, we encountered significant technical challenges
that provided valuable insights into modern software engineering practices. The most
demanding aspect involved implementing resilient fallback strategies for the Music
Catalog Service when Spotify’s API experienced a 8-hour outage during development.
This experience led to our sophisticated three-tier caching implementation using Redis
for immediate response, MongoDB for persistent caching with expiration handling, and
graceful degradation that prioritizes stale data over service unavailability. Furthermore,
the Music Interaction Service presented complex data engineering challenges in unifying
simple and complex grading methodologies through polymorphic design while optimiz-
ing storage strategies across MongoDB for flexible grading templates and PostgreSQL for
user-specific rating instances.

Our microservices architecture proved particularly successful in supporting independent
development, validated through our parallel development approach where team members
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could work simultaneously on different services without blocking dependencies. We
deliberately minimized inter-service communication to only essential interactions, with
the Music Interaction Service communicating with the User Service solely for follower
data retrieval. This architectural decision proved crucial for maintaining system indepen-
dence and development velocity while deepening our expertise in microservices design,
Redis caching, MongoDB implementation, AWS infrastructure, and modern frontend
development with React, TypeScript, and Tailwind CSS.

6.3 Encountered Difficulties

Despite these achievements, we acknowledge several limitations that define the current
system scope. The platform currently operates as a web-only application without native
mobile implementations, and real-time features such as live notifications require page
refreshes rather than implementing WebSocket or Server-Sent Events. Moreover, the
system lacks comprehensive automated test suites and load testing validation under high
concurrent user scenarios.

Another substantial difficulty involved balancing the complexity of our dual rating system
with user experience simplicity. The polymorphic design required careful consideration of
how users would interact with both simple and complex grading methodologies without
creating cognitive overload. Through iterative user testing and interface refinement, we
successfully created an intuitive experience that hides implementation complexity while
providing powerful evaluation tools for users who desire sophisticated rating capabilities.

6.4 Future Perspectives

Nevertheless, BeatRate’s foundation provides substantial opportunities for future devel-
opment and commercial viability. Immediate priorities include implementing real-time
notifications and activity feeds to enhance social engagement, developing native mobile
applications for iOS and Android, and integrating additional services such as Musixmatch
for lyrics. Advanced analytics and AI-powered recommendation systems could leverage
the rich user interaction data to provide personalized music discovery experiences, while
platform integration expansion could include importing listening history from multiple
streaming services to reduce onboarding friction and provide richer recommendation
data.
Technical Enhancements:
• Real-time notifications and activity feeds using WebSocket or Server-Sent Events
• Native mobile applications for iOS and Android platforms
• Advanced recommendation algorithms leveraging machine learning
• Automated testing suite including unit, integration, and end-to-end tests

Feature Expansions:
• Advanced discussion forums and community moderation tools
• Music event discovery and social coordination features
• Integration with music streaming analytics for deeper insights
• Collaborative playlist creation and real-time editing capabilities
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6.5 Final Reflection

In conclusion, the BeatRate project demonstrates the successful application of modern
software engineering principles to address a real market opportunity. Through thoughtful
architectural design and disciplined implementation practices, we have created a platform
that not only meets technical requirements but provides genuine value to music enthu-
siasts seeking deeper engagement with musical content. This capstone project validates
our readiness for professional software development roles while establishing a foundation
for continued innovation in the music technology space.

The project has equipped us with practical experience in modern software architecture,
cloud deployment, user experience design, and agile development methodologies that will
serve as valuable foundations for our professional careers in software engineering.
Glossary
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A | Appendix
AA Test Cases Documentation

This appendix provides detailed documentation of all manual test cases executed during
the validation process. Each test case includes specific objectives, step-by-step procedures,
expected results, and actual outcomes that validate the functional and non-functional
requirements of the BeatRate platform.

AAA FR1: User Authentication and Profile Management Test Cases

AAAA Test Case 1.1: User Registration Flow

Test Case 1.1: Email/Password Registration

Objective: Validate new user registration with email/password authentication

Test Steps:
1. Navigate to registration page (/register)
2. Enter valid email address (e.g., test@example.com)
3. Enter password meeting security requirements (min 8 characters, uppercase,

number, special character)
4. Enter unique username (e.g., testuser2024)
5. Enter first name and surname
6. Submit registration form
7. Verify Auth0 user creation in Auth0 dashboard
8. Verify local database user record creation
9. Verify welcome email receipt

10. Confirm automatic login and redirect to dashboard

Expected Result: User successfully registered, Auth0 user created, local database
record created, user logged in and redirected

Actual Result: ✅ PASS - Registration completes successfully

Validation Method: Manual testing + Auth0 dashboard verification + PostgreSQL
database query
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AAAB Test Case 1.2: Google OAuth Authentication

Test Case 1.2: Google Social Login

Objective: Validate social login via Google OAuth integration

Test Steps:
1. Navigate to login page (/login)
2. Click “Sign in with Google” button
3. Complete Google OAuth consent flow in popup window
4. Verify automatic user profile creation from Google data
5. Confirm Auth0 user creation with Google identity
6. Verify local database user record creation with Google profile data
7. Confirm automatic login and redirect to dashboard
8. Verify profile populated with Google avatar and name

Expected Result: Seamless authentication, profile creation from Google data, suc-
cessful login

Actual Result: ✅ PASS - Google authentication works correctly, profile data popu-
lated automatically

Validation Method: Manual testing + Auth0 logs analysis + database verification
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AAAC Test Case 1.3: Profile Customization

Test Case 1.3: User Profile Management

Objective: Validate comprehensive profile customization functionality

Test Steps:
1. Navigate to profile page (/profile)
2. Upload new profile avatar image (test with .jpg, .png formats)
3. Verify avatar upload to AWS S3 bucket
4. Edit bio text (test with special characters and emoji)
5. Update personal information (name, surname)
6. Add favorite artists by searching Spotify catalog
7. Add favorite albums from search results
8. Add favorite genres from predefined list
9. Reorder favorite items using drag-and-drop

10. Save all changes
11. Refresh page to verify persistence
12. Log out and log back in to confirm data retention

Expected Result: All profile changes saved and displayed correctly, data persists
across sessions

Actual Result: ✅ PASS - All profile features function correctly, S3 upload successful

Validation Method: Manual testing + AWS S3 bucket verification + PostgreSQL
database queries
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AAB FR2: Dual Rating System Test Cases

AABA Test Case 2.1: Simple Rating System

Test Case 2.1: Basic 1-10 Rating Submission

Objective: Validate basic rating system functionality and data persistence

Test Steps:
1. Navigate to track or album page (e.g., /track/6qYkmqFsXbj8CQjAdbYz07)
2. Click “Add Interaction” button to open rating modal
3. Select “Listened” checkbox to enable rating
4. Use slider interface to select rating (test values: 1, 5, 8, 10)
5. Optionally add review text
6. Submit rating interaction
7. Verify rating appears on track/album page
8. Check rating contributes to aggregate statistics
9. Verify rating appears in user’s diary/profile

10. Test rating update by submitting new rating for same item
11. Verify only most recent rating is active

Expected Result: Rating saved correctly, contributes to statistics, appears in user
history

Actual Result: ✅ PASS - Simple ratings work correctly, normalization to 1-10 scale
functions properly

Validation Method: Manual testing + PostgreSQL database verification + statistics
validation
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AABB Test Case 2.2: Complex Grading System

Test Case 2.2: Multi-Component Rating Calculation

Objective: Validate complex grading system with hierarchical calculations

Test Steps:
1. Navigate to grading methods page (/grading-methods/create)
2. Create new complex grading template with multiple components:

• Production Quality (weight: 30%)
• Songwriting (weight: 40%)
• Performance (weight: 30%)

3. Add sub-components to each main component (e.g., Mixing, Mastering under
Production)

4. Define mathematical operations (addition, multiplication, weighted average)
5. Save grading template to MongoDB
6. Navigate to music item and select “Complex Grading”
7. Choose created grading template
8. Input grades for each component (test with various values)
9. Verify automatic hierarchical calculation

10. Submit complex rating
11. Verify storage in PostgreSQL with MongoDB template reference
12. Test template reusability by applying to different music item

Expected Result: Complex grades calculate correctly using defined formulas, tem-
plate reusability works

Actual Result: ✅ PASS - Complex grading system functions as designed, calcula-
tions accurate

Validation Method: Manual testing + calculation verification + MongoDB template
storage + PostgreSQL rating storage
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AAC FR3: Music Catalog Integration Test Cases

AACA Test Case 3.1: Spotify API Integration

Test Case 3.1: Music Search and Metadata Retrieval

Objective: Validate Spotify API integration, caching, and fallback mechanisms

Test Steps:
1. Perform music search using search interface (test queries: “weeknd”, “quuen”,

“Bohemian Rhapsody”)
2. Verify Spotify API data retrieval and response formatting
3. Check automatic caching to Redis (verify cache hits on repeated searches)
4. Verify MongoDB storage of retrieved data with expiration timestamps
5. Test with new releases and obscure tracks
6. Simulate Spotify API unavailability (temporarily block API endpoint)
7. Verify fallback to local MongoDB cache
8. Test local search functionality during API outage
9. Restore API access and verify fresh data retrieval

10. Validate metadata accuracy (track duration, artist names, album info)
11. Test audio preview playback functionality
12. Verify image URL handling and thumbnail optimization

Expected Result: Accurate music data with intelligent caching, reliable fallback
during API issues

Actual Result: ✅ PASS - Catalog integration works reliably, fallback mechanisms
effective

Validation Method: Manual testing + Redis cache inspection + MongoDB verifica-
tion + API response logging
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AACB Test Case 3.2: Cache Performance and Fallback

Test Case 3.2: Multi-Level Caching Strategy Validation

Objective: Validate three-tier caching performance and graceful degradation

Test Steps:
1. Clear all caches (Redis and MongoDB)
2. Request track data and measure initial response time (Spotify API call)
3. Immediately repeat request and verify Redis cache hit (< 100ms response)
4. Wait for Redis TTL expiration, request again to test MongoDB cache
5. Simulate Redis unavailability, verify MongoDB fallback
6. Simulate both Redis and Spotify unavailability, verify stale data serving
7. Measure performance differences between cache levels
8. Test concurrent request handling and cache consistency

Expected Result: Sub-100ms responses for cached data, graceful degradation main-
tains functionality

Actual Result: ✅ PASS - Cache strategy provides high availability, performance
targets met

Validation Method: Performance monitoring + cache inspection + availability
testing
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AAD FR4: Social Interaction Features Test Cases

AADA Test Case 4.1: User Following System

Test Case 4.1: Follow/Unfollow User Workflow

Objective: Validate social relationship management and activity feeds

Test Steps:
1. Navigate to people/users discovery page (/people)
2. Search for users using username/name search functionality
3. Select user to follow from search results
4. Click “Follow” button and verify immediate UI update
5. Check follower/following counters update correctly
6. Verify relationship creation in PostgreSQL database
7. Navigate to followed user’s profile to confirm following status
8. Check activity feed updates to include followed user’s interactions
9. Test unfollow functionality - click “Unfollow” button

10. Verify relationship removal from database
11. Confirm activity feed no longer shows unfollowed user’s activity
12. Test edge cases: self-follow prevention, duplicate follow prevention

Expected Result: Social relationships managed correctly, activity feeds update ap-
propriately

Actual Result: ✅ PASS - Social features function correctly, relationships persist
properly

Validation Method: Manual testing + PostgreSQL relationship verification + activity
feed validation
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AADB Test Case 4.2: Review and Rating Social Interactions

Test Case 4.2: Like and Comment System

Objective: Validate social interaction with user-generated content

Test Steps:
1. Navigate to interaction page with detailed review
2. Test review like functionality - click heart icon
3. Verify like counter increments immediately
4. Verify like persistence in database
5. Add comment to review using comment interface
6. Verify comment appears immediately below review
7. Test comment editing and deletion functionality
8. Add reply to existing comment (if implemented)
9. Test comment like functionality

10. Verify hot score recalculation based on engagement

Expected Result: All social interactions function smoothly, engagement affects
content ranking

Actual Result: ✅ PASS - Social interaction features work correctly, hot score
updates properly

Validation Method: Manual testing + database verification + hot score calculation
validation
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AAE FR5: Music List Management Test Cases

AAEA Test Case 5.1: List Creation and Management

Test Case 5.1: Custom Music List Creation

Objective: Validate comprehensive list management functionality

Test Steps:
1. Navigate to lists page (/lists)
2. Click “Create List” button
3. Enter list title and description (test with special characters)
4. Select list type (ranked/unranked, albums/tracks/mixed)
5. Set visibility (public/private)
6. Save initial list configuration
7. Add tracks to list using search functionality
8. Test drag-and-drop reordering of list items
9. Verify position numbers update correctly after reordering

10. Add duplicate item and verify prevention mechanism
11. Remove items from list using delete functionality
12. Share list via public URL
13. Test list discovery in public lists section

Expected Result: Lists created, managed, and shared successfully with all features
working

Actual Result: ✅ PASS - List management works correctly, all features functional

Validation Method: Manual testing + PostgreSQL database verification + list sharing
validation
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AAF Non-Functional Requirements Test Cases

AAFA Test Case P1: Page Load Performance

Test Case P1: Dashboard Load Performance

Objective: Validate page load performance meets requirements

Test Steps:
1. Clear browser cache and cookies
2. Navigate to login page and authenticate
3. Measure time from dashboard URL request to interactive content
4. Use Chrome DevTools Performance tab to analyze loading phases
5. Measure Core Web Vitals (LCP, FID, CLS)
6. Verify all API calls complete successfully
7. Check for any performance bottlenecks or slow queries
8. Test with different user data volumes (new user vs. heavy user)
9. Measure subsequent navigation performance (cached experience)

Expected Result: Dashboard loads within 3 seconds, Core Web Vitals in “Good”
range

Actual Result: ✅ PASS - Dashboard loads in fast, all metrics good

Validation Method: Chrome DevTools Performance analysis + Core Web Vitals
measurement
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AAFB Test Case U1: Mobile Responsiveness

Test Case U1: Mobile Device Usability

Objective: Validate optimal mobile user experience

Test Devices:
• iPhone (various screen sizes)
• Android phones (various screen sizes)
Test Steps:
1. Access application on mobile devices via mobile browsers
2. Test touch interactions and gesture support
3. Verify layout adaptation to different screen sizes
4. Test mobile-specific features (swipe, tap, long press)
5. Validate form input on mobile keyboards
6. Test audio preview playback on mobile
7. Verify navigation patterns work on touch screens
8. Check performance on mobile network connections
9. Test orientation changes (portrait/landscape)

Expected Result: Optimal mobile user experience with intuitive touch interactions

Actual Result: ✅ PASS - Responsive design works effectively across devices

Validation Method: Physical device testing

AB User Acceptance Testing Documentation

ABA Prototype Testing Sessions

ABAA Participant: Andriy D.

Session Details:
• Duration: 45 minutes
• Format: Supervised exploration + structured interview
• Platform: Desktop web browser

Tasks Completed:
1. User registration and profile setup
2. Music search and discovery
3. Rating submission (simple rating system)
4. List creation and management
5. Social features exploration

Feedback Summary:
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Positive Feedback:
• Appreciated vibrant color scheme and visual design
• Found website functionality intuitive and responsive
• Noted fast performance and quick page loading
• Enjoyed music discovery features

Issues Identified:
• Profile button in header appeared highlighted but didn’t trigger

navigation
• User could only access profile by clicking avatar image instead of

profile button
• This created confusion about expected navigation behavior

Resolution Implemented:
• Fixed profile button highlighting and navigation functionality
• Ensured consistent navigation behavior across header elements
• Added hover states to clarify interactive elements

ABAB Participant: Andriy Z.

Session Details:
• Duration: 60 minutes
• Format: Unmoderated exploration + detailed feedback interview
• Platform: Desktop and mobile testing

Feedback Summary:
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Functional Suggestions:

• When using the rating feature, suggested greater emphasis on
“Complex Grading” option

• Recommended automatic redirection to complex grading section
when users open this feature

• Noted that after submitting a rating, users must click “Listened”
checkbox and this becomes permanent

• Suggested more flexible system allowing changes if mistakes are
made

• Recommended introducing star icon rating option alongside slider
interface

• Requested ability to switch between different rating input methods

Usability Issues:
• Platform should support better backward navigation (browser back

buttons, in-app navigation)
• Navigation functionality needs thorough testing and refinement
• Complex Grading Methods icon resembled settings gear, potentially

confusing users
• Recommended replacing with more representative symbol for clar-

ity

Design Feedback:
• UI visually attractive and modern, made positive impression
• UX needs refinement around action clarity and navigation intuitive-

ness
• Overall user flow could be more streamlined

Resolution Implemented:
• Enhanced complex grading method prominence in rating interface
• Added star icon rating option alongside slider interface
• Improved navigation support including browser back button func-

tionality
• Replaced complex grading icon with more intuitive representation
• Streamlined user flow for rating submission process

ABAC Participant: Andrii T.

Session Details:
• Duration: 40 minutes
• Format: Mobile-focused testing + feedback interview
• Platform: Mobile web browser (iOS Safari)

Feedback Summary:
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Audio Control Feedback:
• Music preview playback volume very loud by default
• Preferred ability to control volume directly within preview player
• Suggested volume controls to avoid discomfort and improve user

experience

UI Element Feedback:
• Heart icon on Diary page placed near star rating system appeared

misleading
• Icon looked clickable but unclear if it had interactive functionality
• Recommended moving heart icon closer to star rating for clarity
• Suggested clarifying the role of heart icon to avoid user confusion

Feature Behavior Issues:
• “New Releases” button redirected to search page without filtering
• Behavior didn’t match user expectations for new content discovery
• Button should either show new releases directly or clarify next steps
• Recommended improving feature to meet user expectations

Visual Design Praise:
• Overall satisfaction with platform’s color palette and UI design
• Found interface visually appealing and engaging
• Modern design approach appreciated

Resolution Implemented:
• Repositioned heart icons for better clarity and reduced confusion
• Improved feature behavior to match user expectations
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