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This paper provides estimation of the knowledge production function across 25 regions of Ukraine and explores the role of spatial knowledge spillovers in the production of innovations. The analysis is based on the statistical dataset of innovative activity provided by State Statistical Committee of Ukraine from 1998 till 2006. It appears that innovative inputs (Expenditures on R&D, high-skilled human capital and openness of the region) have significant impact on the level of innovations in the region. Moreover, it was found that spatial knowledge spillovers positively affect the innovative activity of Ukrainian regions.
Table of Contents

List of Figures………………………………………………………………ii
Acknowledgement………………………………………………………….iii

Chapter1. Introduction……………………………………………………….1
Chapter2. Literature Review…………………………………………………..5
Chapter3.Estimation Methodology…………………………………………..16
Chapter4.Data Description…………………………………………………..23
Chapter5.Estimation results …………..……………………………………...30

Conclusion.……….………………………………………………………...40
Bibliography………………………………………………………………...43
Appendix……………………………………………………………………45
List of figures

Number
Page

Figure 4.1 Number of R&D researches (1996-2005)   ……………………….27
Figure 4.2 Number of patent applications (1996-2002)……………………….28

Figure 4.3 Innovation output by regions in 2006……………………………...29

Acknowledgments

I would like to thank to my thesis adviser, Professor Iryna Lukyanenko, for her invaluable help in the process of writing this research and  for giving me  very helpful suggestions and recommendations. She was always there to talk about my thesis and provide encouragement.

I am grateful to Tom Coupe, Olesia Verchenko, Hanna Vakhitova, Oleksandr Shepotylo, Pavlo Prokopovych and Serguei Maliar and all other professors of the program who gave me useful comments and recommendations. 
Chapter 1

Introduction
Innovations are crucial for the high level of productivity and  economic growth of any country. This fact was illustrated in many studies such as Schumpeter (1954), Solow (1956), and Cameron (1996). According to The Global Competitiveness Report in 2007-2008 Ukraine took 73rd place out of 131 countries in the rank of competitiveness of the economy. The main source of competitiveness for Ukrainian business for today is quite cheap labor force and low level of added value in goods. To rich the high level of competitiveness for the Ukrainian economy is possible only in case of development of innovative system which will help to increase productivity and maintain the high and sustainable level of economic growth. The Ukrainian Law ''About the innovative activity'' (2002) define innovations as “completely new or improved competitive technologies, products or services that has significant positive impact on the structure and quality of production and/or social sphere”.

In early 90’s the idea that knowledge spatial spillovers are an important determinant of innovative activity became very popular (Jaffe (1989), Fisher and Varga (2002), Moreno et al. (2003). Due to the fact that Ukraine according to The Global Competitiveness report (2007-2008) took only 65th place out of 131 countries in the level of innovative activity the question of increasing the innovative activity in the country is of major importance. The data from the State Committee of Statistics show negative dynamics in the production of new knowledge during the years of transition. While in 2000 the share of sales of innovative products in total sales of goods was 9.4% then in 2006 this share became 6.7% the number of the companies that introduce innovations declined sharply from 2002 in 1995 to 999 enterprises in 2006. Relative numbers show that if in 1995 22,9% of all enterprises in Ukraine were involved in the innovative activity then in 2006 only 10% of all firms in Ukraine produce some new knowledge. However, the potential to innovate in Ukraine is rather high as according to the Global Competitiveness Report in 2007-2008 it took 40th place among 131 countries by its propensity to innovate.

So, the aim of this paper is to study the main factors that influence level of innovations at the regional level in Ukraine and to investigate the presence and magnitude of the spatial spillovers in innovative activity.

The main factors that will be taken into account at the process of estimation of knowledge production function are research and development expenditures,  high-skilled human capital (Audretsch and Feldman (2004), Fritsch and Slavtchev (2005)) and openness of the region (Glaeser (2000), Gates and Florida (2001)). In case when high innovative activity in one region can boost innovative activity in the neighbouring regions it is easier to increase the innovative output in the whole economy by stimulating the innovative activity in some regions, which will increase the level of innovations in the other regions as well. For this purpose the spatial lag of innovations will be included in the model.  The estimation of such kind of models can be seen in the papers of Fisher and Varga (2002) and Moreno et al. (2003). Although this method was used in many developed countries in transition countries spatial models for estimation of the innovation function was not used widely. Non-existence of such studies in Ukraine made this topic very interesting for the research.
The innovation production function on the regional level will be estimated with Ordinary Least Squares. To correct for the presence of unobserved characteristics fixed effect and random effect estimations will be conducted. As the presence of spatial correlation is possible. Spatial Autoregressive model will be estimated using instrumental variable procedure. Firstly, the matrix of distances between the regional centers will be used as a weighting matrix and next the contiguity matrix will be used for this purpose.
 The study will look at 25 regions in Ukraine. The data on innovation activity at regional level will be taken from the State Statistics Committee of Ukraine from the department of statistics of innovations and factors that measure openness of the region will be found in the Statistical Yearbook of Ukraine. 

The research has important policy implications: (i) it is possible to stimulate innovative activity with lower costs,  if level of innovations will increase in one region  with the help of spillover effect  the production of innovations will increase in the neighboring regions; (ii) tax preferences(for example, not to pay VAT on purchase of new technology) can stimulate private firms to put their money in the innovative activity; (iii) the government should improve communicational process between scientific institutions and private firms for better cooperation between them and higher level of efficiency.
The paper proceeds as follows. Section two considers the main stream of literature devoted to this topic. It will consider different factors that influence innovative activity at the regional level. Section three presents the theoretical background and estimation methodology. Forth section will consider the data used in the model. In the fifth section the results of the estimation presented.
Chapter 2

Literature Review
Current study is looking at main inputs of the innovation production function and tries to investigate the presence of innovation spillovers in Ukrainian regions. This section offers the brief review of the literature that studies the validity of knowledge production functions in different countries and tries to identify what main factors influence the innovative activity. First, theoretical papers will be considered that show the relationship between research and development expenditures and human capital in the process of accumulation of knowledge. After that papers devoted to the empirical estimation of the factors that influence innovative activity at regional level will be studied. And, finally, studies that look at the presence of knowledge spillovers will be presented.

Romer (1990) while using a model of economic growth with four factors capital, labour, technology and human capital showed that when the total stock of human capital in the country increases or the level of existing knowledge is high the productivity in the field of research and development also increases. Additionally, the higher amount of knowledge results in the higher productivity. He also found that interest rate is the main factor that has impact on the allocation of human capital between research and manufacturing sector of the economy. When interest rate is high the net present value of the return in the sector of research and development is lower then the income that can be earned in the manufacturing sector, which in tern will lead to undersupply of innovations.  In his model total amount of knowledge is produced in the economy according to the formula  K =α Lβk K( .  In this model K – is total amount of innovations produced by highly creative human capital and K - is flow of innovations at some point of time.  α, β and  ( are parameters that are constant over time. It can be seen that the amount of new knowledge produced are positively related to the amount of scientists Lk. Two restrictions were made by Romer: first one is (=1 which implies that flow of innovations is a linear function of K. The second one is β=1 which means that growth in number of innovations (K /K) is homogeneous of degree 1 in stock of labor devoted to its production. So we get K /K =  α Lk which shows us the positive relationship between the growth of amount of innovations and labor devoted to production of new knowledge. Later on Jones (1995) showed that restriction (=1 imposed by Romer is not valid. From the production function K /K = α (LβK/K1-()   K /K is constant in the steady state (by definition), so α(LβK/K1-() =const in the steady state also. This, in turn, implies that growth rate of K1-( and LβK should be the same.  Taking into account that   β(LK/LK)=(1-()K/K β has positive sign and growth rate of new knowledge are constant in the steady state we get that when K increase LK should also increase and LK/LK >0. So, it was shown by Jones (1995) that  ( should be less than unity. He managed to conclude that when the number of researches in the field of research and development rise the steady state will not change if (<1. Hover, this restriction eliminates the scale effect introduced by Romer (1990), so the growth rate at the steady state K /K will be equal to βLK/(1-()LK . The result is that long run growth of the stock of innovations will depend on growth rate of capital devoted to production and not just on the level of LK. It is important to notice that this model does not eliminate the presence of positive knowledge spillovers proposed by Romer (1990) but stress on the relatively smaller magnitudes of knowledge spillovers.
So far, it was shown that human capital and existing level of knowledge plays important role in the level of innovative activity in the country. Choosing the exogenous factors of the model is not an easy task, since there are no theoretical recommendations about this question. So, we proceed with the empirical works that study factors which influence the level of innovations in the region. We will divide the literature into 3 subsections: at first we consider papers that look at classical knowledge production function that includes research & development and human capital inputs, secondly, studies that include openness of the region will be considered and, at last, papers that study the presence of the spillover effects will be presented.

 Audretsch and Feldman (2004) presented the model of innovation function where the level of innovations in the country depends on the amount of research and development resources that are devoted to production of innovations plus the level of human capital that are available for the production of new knowledge. The function that they proposed is the Cobb-Douglas production function as the one that describes the innovative activity. They presented the description of the most important literature devoted to the topic of knowledge production function and pointed out that presence of spatial knowledge spillovers imply that firm is not very appropriate unit of observations to study this topic.  In their article “R&D spillovers and the Geography of Innovation and Production” (1996) they used the OLS and 3SLS to check the hypothesis that knowledge generating inputs plays great role in geographic concentration of the industries with higher level of innovative activity. They used gini coefficient on innovations (share of innovations in the region) and control for transportation costs, intensive use of natural resources. It was assumed that the main factors that influence innovations are presence of skilled labor, academic research in the related sphere and level of R&D in the industry. The main finding of this paper was that industries that highly depend on the intensive innovation activity tend to be concentrated geographically. 

Feldman and Florida (1994) proposed in their paper that level of technological infrastructure has high impact on the level of innovations in the region. To find out the validity of this hypothesis they estimated the system of equations which determines the level of technological infrastructure. The main indicators that were used were the level of expenditures on research and development in the university and in the industry, the value-added in the close industries and variable that showed the presence of firms that provided related informational services. The authors claimed that private and university R&D are the main sources of innovations because they provide an opportunity to generate new knowledge. Agglomeration of enterprises produces an effect of synergy due to concentration of a high-skilled human capital that communicates with each other and increases their innovative productivity. Among the drawbacks of the study we can mention the fact that authors did not taken into account the possibility of presence of spatial autocorrelation in the error term.  The results of a study prove that the level of innovation in the geographic area is highly dependent on the level of development of technological infrastructure. Additionally, authors showed that presence of all these factors increase the propensity to innovate in the region. This finding also supports the hypotheses the several firms situated near each other creates positive externalities on the innovative abilities of all of them. 

Fritsch and Slavtchev (2005) while looking at 327 West-German regions tried to find the main factors that are responsible for concentration of innovations in the region. They showed that presence of the stock of knowledge have the main impact. In contrast to Feldman and Florida (1994) they found that university research has little impact on production of innovations. Nevertheless, using the number of patents as the dependent variable they managed to show that private expenditures on research and development have high and significant impact. The estimated elasticity of R&D was about 70%. They found that intellectual human capital that was measured as the number of the graduates from the universities also has great impact on the innovative output which confirms the fact that human capital plays significant role in production of innovations. As all of the authors claimed that Research and development expenditures are important input in the production of innovations we will use this factor also in the process of our estimation. University research showed mixed results for different studies, however in Ukraine from the time of the Soviet Union innovations were produced by scientific institutions and utilized by firms, so we will include the research of scientific institutions in our regression and not the university research.  As a measure of human capital we will include number of students enrolled in the universities and researches that are work in the economy. Next we proceed with the studies that look at the level of openness of the region.

Gates and Florida (2001) investigated factors that influence level of innovations and help to attract talented people to the different regions. The tech-pole index was used in the paper as a proxy for the level of innovations. They argued that the most important factor that capable to increase the stock of new knowledge and attracts people to the particular place is level of openness and tolerance in the region. To measure the influence of this factor few indexes were constructed by them. The authors argue that the best indexes are: index that measures the share of people with not traditional orientation in the population; index that show over or under representation of celebrities in the region; percentage of population that was born abroad and composite index that is constructed as the sum of the above indexes. The results of their analysis shown that gay index is the best one to measure the ability to attract high skilled human capital and increase innovative output. The metropolitan areas with the highest technological index also had the biggest share of people with not traditional orientation.  They also found that presence of celebrities and foreigners in the region helps to attract talented people, indirectly increase number of innovations and economic growth. 

Florida (2002) was looking at the main factors that influence the attractiveness of the region and found that climate is not important in attracting human capital.  He claims that low entry barriers in the region or the level of openness is the main factor that important for accumulation of human capital and increase in the innovative propensity.. The author suggests to use the index of population with not traditional orientation as a proxy of diversity measure. Also he used such factors as cultural infrastructure such as number of museums, theatres, etc.  nightlife index and tech-pole index, average income and housing costs.   In this work multivariate analysis and path analysis were used to show causality and relationship between the variables. The results of the analysis showed that cultural factors are not significant in attracting human capital to the regions but the results were highly significant for the measure of openness of the region, the coefficient of correlation between talented people and diversity was 0.718. This means that openness of the region can have positive effect on the level of innovations in the region. All the empirical studies found that high-skilled human capital is one of the main factors that sustain the high level of innovative activity in the region. As was shown by Gates and Florida (2001) openness of the region and presence of amenities are very important in attracting human capital to different areas, so their influence on innovative output also should be positive. In Ukraine the data on the number of people with not traditional orientation is not available that is why we will use other proxies for the level of openness of the region, such as number of theatres and museums. Plus, we include crime rate and level of recreation in the region as we believe that these factors can also influence the level of human capital in the region. Next, we proceed with the models that explicitly look at the spatial knowledge spillovers in different countries.

Jaffe (1989) showed the presence of geographical knowledge spillovers, while estimating the knowledge production function. He used 3 stages least squares methodology and pointed out the spillover effect from university research on the innovative activity of the private firms. The positive feature of this paper that author was able to look at 4 different industries and found that spillover effect is different for different industries. The highest effect was shown for Drugs and the lowest for Electronics. Also he found that indirect effect from university research on private research is higher than a direct one. The disadvantage of this paper can be pointed out in the fact that the author did not talk about the mechanisms through which the transmission of this effect is possible. In addition, only the spillovers from the universities to private firms were taken into account and aggregate knowledge spillovers were not considered.

Fisher and Varga (2001) also tend to find university knowledge spillovers in the high-technology industries. While using a Cobb-Douglas production function with research and development expenditures, university research and high-skilled human capital as the main actors that are responsible for production of the innovations in the Austrian political districts. To find the presence of university knowledge spillovers 2 models were used: spatial lag model which includes spatial lag of university research as explanatory variable and spatial error model with the presence of spatial autocorrellation in the error term. The results of the estimation showed the presence of university knowledge spillovers and that this effect is decreasing with distance.     In the current paper the model of spatial lag as well as the model of spatial lag with the  spatial autocorrelation in the error term will be used.

Moreno et al. (2003) estimated knowledge production function using the data on the 138 European regions. They improved the knowledge Cobb-Douglas production function by including additional factors that affect innovative activity in the region. They used not only the research and development of the region as the main explanatory variable but also included the research and development efforts of the neighboring regions to find the spillover effect of innovations. Authors found that local R&D has highly significant effect on the capacity to innovate in the region as the estimated elasticity was about 0.43. Using ML estimation procedure they showed that the larger the R&D efforts of the contingent region increase the innovative output in the local region; however when they looked at the regions with the same border but located in different countries the effect was smaller. Last thing that was considered is the effect of close technological processes in the neighboring regions. For this purposes the innovative output in the industries were considered. The results showed that the level of innovations will be higher in the regions with similar technology.

Fritsch and Frankie (2003) estimated the innovation production function in three German regions and found the positive and significant effect of knowledge spillovers in different regions. They showed that level of innovations in the region tends to increase with increase in the level of innovations in the neighbourhood regions but productivity of R&D tends to be unaffected. While the presence of the spatial knowledge spillovers between regions was shown, the authors claim that R&D expenditures are not the source of inter regional spillovers, however within the same region they have positive effect on the R&D activity.

All works that  considered the factors that increase the innovative capacity of the region showed that expenditures on research and development as well as high level of intellectual human capital has the high and significant impact on the production of the innovation output, however the results on such factor as the  university research was mixed. While it was shown that university research have positive and significant effect for the innovative capacity in the United States and European regions, the study that consider the data on German districts find very small impact of this factor on the stock of new knowledge. Also, it was found that openness of the region also increase the propensity to innovate in the region because it manage to attract high-skilled human capital to this region. To study the innovation knowledge production function in Ukraine all this factors will be included. It is expected that human capital and openness of the region will also have positive effect; however the research efforts of the scientific institutions can also have little impact due to weak networks between scientific institutions and private firms in Ukraine.

Chapter3
Estimation Methodology
To estimate the level of innovations in Ukraine the Cobb-Douglas production function will be used. Such kind of function was presented in the paper of Griliches(1990). It can be presented in the following form 

Ii=αRDiδHCiη Oi λ ε i
 where I – shows the level of new knowledge produced, RD- shows R&D inputs that were devoted to production of innovations, HC – level of human capital that took place in production of innovations, O-factors that shows the openness of the region, i – level of region or industry. δ, λ,η – shows the elasticity. As can be seen from this equation the level of innovation output will be higher in those regions where level of research and development expenditures are higher and where the amount of high skilled human capital is bigger. To estimate this equation we should take natural logarithm of both sides. So, we transform the model in the following way.

Ln(Ii)=Ln(αRDiδHCiη Oi λ ε i) (
Ln(Ii)=lnα+δln(RDi)+ηln(HCi)+λln(Oi)+εi
Most of the models used number of patents per capita as dependent variable (Moreno (2003), Jaffe (1989)); however such proxy of innovative activity has its drawbacks. Firstly, there exist new products that are competitive and give high profit but are not patented, secondly, there exists patents that were never implemented in the production of the new products, so this measure is not very good to measure innovative activity. This fact was pointed out by Feldman and Florida (1994). Moreover, measure of innovative activity as a number of innovative products or processes also has its drawback because in Ukraine buying a technology and not inventing something new also considered as innovations so this measure also be a problematic one. So, in this study another proxy of innovative activity will be used – sales of innovative products.
The statistical model examined in this paper will look at the main factors that influence level of innovations in the regions and statistical relationship between innovations and high-skilled human capital. For this purpose several methods will be used. At first, pooled OLS will be done. The equation to estimate will be 

lnInnovationsit=β0+β1lnrecreationit+β2lnwageit+β3lnR&Dprivit+β4lnR&Dbudjit+ β5lnScientificit+β6Crimeit+β7Studentsit+β8lnmeuseumsit+β9lntheatresit+ β10lnuniversitiesit+β11lnspecialistsit+β12Inovfirmit+β13doslidnukuit+β14vunaxidnukuit+β15industryit+ β16l.lnpatentuit+ εit. 

Table.3.1 Variable definitions

	Coefficient
	Meaning
	Expected sign

	Innovations
	Intensity to innovate=sales of innovative products/population
	Dependent variable

	R&Dpriv
	Expenditures on research and development by government/GR
	+

	R&Dbudj
	Expenditures on research and development by government/GRP
	+

	Scientific
	Value of new knowledge produced by scientific institutions/GRP
	+

	Inovfirm
	Number of firms that produce innovations/population
	+

	Students
	Number of students that enrolled in the universities of 3rd, 4th level of accreditation
	+

	Universities
	Number of universities of 3rd, 4th level of accreditation/population
	+

	Specialists
	Number of specialists that is working on the production of innovations in the scientific institutions/economically active population(EAP)
	+

	Doslidnuku
	Number of researches in the private firms/(EAP)
	+

	Vunaxidnuku
	Number of innovative people in the region/population
	+

	Recreation
	Number of recreational places/population
	+/-

	Crime
	Number of crimes/population
	-

	Wage
	Average wage in the region
	+

	Museums
	Number of museums/population
	+

	Theatres
	Number of theatres/population
	+

	Industry
	Industrial output indexes
	+

	l.patent
	Number of patent applications in previous year/population
	+

	Pollution
	Overall pollution/population
	-


One of the problems that can also arise in the process of estimation is presence of multicollinearity in the explanatory variables. As the data used in the paper is a panel one the same trend can be present in all of the variables. Presence of multicorrelation will lead to inefficient estimations of variance and decrease the significance of the estimated coefficients. Another problem that can arise is presence heteroscedasticity of the error term in case when we estimate our regressions. Presence of heteroscedasticity can be tested with Breush-Pagan test. Also the problem of endogeneity of expenditures on R&D is possible due to the fact that past success or loss in production of innovations can influence the decision of the amount of expenditures given on the research and development. Presence of this problem will give biased results. To test the validity of this assumption Durbin-Wu-Hausman test will be used. As the literature does not suggest any appropriate instrument to test for endogeneity we will use lag of expenditures on research and development as an instrument. 

Pooled OLS is not very appropriate to find the impact of different factors on innovations as some unobservable characteristics of the region that can not be measured exist. This will lead to omitted variable bias. In order, to avoid this situation fixed effect estimation and random effect estimations will be used. Fixed effect estimation by time-demeaning of the variables will help to get rid of the variation over individuals. In case when there is no correlation between the explanatory variables and unobserved fixed characteristics of the region it is better to use random effect procedure. It is done with the help of GLS transformation. If we include dummy variable for each region to capture all the unobserved characteristics we estimate LSDV regression, however, coefficients will be the same as in case of fixed effect estimation.  Fixed effect estimation procedure will give us the following equation to estimate.

lnInnovationsit-lnInnovationsit=β1(lnrecreationit-lnrecreationi)+β2(lnwageit-lnwagei)++β3(lnR&Dprivit-lnR&Dprivi)+β4(lnR&Dbudjit-lnR&Dbudji)+ +β5(lnScientificit-lnScientifici)++β6(Crimeit-Crimei)+β7(Studentsit-Studentsi)+ +β8(lnmeuseumsit-meuseumsi)+β9(lntheatresit-lntheatresi)+β10(lnuniversitiesit-lnuniversitiesi)+β11(specialistsit-lnspecialistsi)+β12(Inovfirmit-Inovfirmi)+ β13(doslidnukuit-doslidnukui) +β14(vunaxidnukuit-vunaxidnukui)+ β15(industryit -industryi) + β16(l.lnpatentuit-l.lnpatentui)+ (εit-εi). 
As was shown by Moreno et al. (2003) the level of innovations at one region can have positive spillover effect on the level of innovations at the other region, so we have to include the spatial lag of the dependant variable as one of the explanatory variables. We can not estimate such kind of models with Ordinary Least Squares as it will give biased results. If we have a Spatial Lag Model (SAR (1)) in the form of 

lnInnovationsi=γWInnovationsj+βX+ε where ε~i.i.d (0;σ2) and W-is a matrix of distances between the main cities in the regions of Ukraine. We have to estimate this equation with instrumental variables procedure with WX as instruments. 

However, in case when we have spatial autocorrellation in the error term
lnInnovationsi=γWInnovationsj+βX+ν,         where ν=δWν+ε  and ε~i.i.d (0;σ2)

We should use nonlinear procedure to estimate this Spatial Lag Model with Spatial Autocorrellation in the error term (SAR (1, 1)). 
To estimate this model, at first, we should estimate instrumental variable regression with WX as instruments and predict residuals. Then with the help of GMM estimation procedure from Kelejian and Prucha(1999) find δ. To do these authors proposed to use 3 moment conditions 

E(ε’ε)/N=σ2 ; E(ε’ε)/N=σ2Tr(W’W)/N;  E(ε’ε)/N=0, where ε=Wε.
 If we denote υ=Wυ;  υ=W(Wυ)=W2υ we can create 2 matrices

First one  A1 is 

2/NE(υ’υ)           -1/NE(υ’υ)     1

2/NE(υ’υ)           -1/NE(υ’υ)     1/N(Trace(W’W))

1/NE(υ’υ+υ’υ)   -1/NE(υ’υ)      0

The second matrix A2 is 

1/NE(υ’υ)

1/NE(υ’υ)

1/NE(υ’υ)

Then to find GMM estimators of δ and σ2 nonlinear least squares estimator should be used. So we will find

                                      δ                                δ







δ
(δ σ2)=argmin {A1*         δ 2        -A2}’ {A1*       δ 2        -A2}

                                         σ2                                                      σ2





 At the next step we should transform the model with the help of the estimated value of δ. We get (I- δW)lnInnovationsi=(I- δW)γWInnovationsj+(I- δW)βX+(I- δW)ν. This model is estimated with the help of instrumented variables procedure. In case when δ is insignificant or equal to zero we should use Spatial Lag Model
Chapter4

Data Description
The data that will is used in this model is taken from two sources State Statistics Committee of Ukraine and Statistical Yearbook of Ukraine. This data set is a panel data for 25 regions in Ukraine and for the period from 1998 till 2006. From the State Statistics Committee of Ukraine: Department of the innovation statistics and Statistical Yearbook of Ukraine we obtained variables that are used in this model:

 Sales of innovation products (thd. hrn), number of patents, average wage in the region (hrn)

R&D inputs: research and development expenditures by private firms (thd.hrn), research and development expenditures from the budget to the private firms (thd. hrn) amount of research produced by scientific institutions (thd.hrn) number of innovative firms. 

Human capital inputs: the number of students (thd.) that are enrolled in the universities number of the universities, number of researchers that work in production of innovations (persons), specialists  that work in scientific institutions (persons), number of innovative people in the region (persons)

And factors that measure the openness of the region: number of crimes (thd.), number of museums, number of theatres, and number of recreational places, pollution (thd. tons). 

To take into account the fact that in some regions with higher number of innovations the amount of manufacturing enterprises are also higher we should scale our variables. So, research and development expenditures by private firms, research and development expenditures from the budget to the private firms,  amount of research produced by scientific institutions is divided by Gross Regional product (bln.hrn); Sales of innovation products, number of patents, number of crimes, number of museums, number of theatres, pollution and number of recreational places, and number of universities  are divided by the population (mln.); number of researchers that work in production of innovations, specialists  that work in scientific institutions and  number of innovative people in the region are divided by the economically active population (mln.). As we will use lag of patents for our estimation analysis we will include data for 1997-2005 years.

. All monetary variables are deflated by CPI (base year 1996).

Table 4.1 Descriptive statistics of variables    
    Variable     Obs     Mean    Std. Dev.     Min        Max

Vunaxidnukiv  225   802.7258   974.1463    99.55584    12115.38
l.patentu     225   96.313     145.1424    4.88588     1923.077
doslidnuki    225   1322       1890.864    61.8902     10698.2

innov.firms   225   61.8356    43.88901     8          292

specialists   225   1463.859   2147.16      8.853      12051.28
universities  225   6.91727    13.92104      0.78      192.3077
theatres      225   3.19411    3.585909     1.002546   42.73504
museums       225   8.67117    7.430601     1.0094     85.47009
recr.places   225   4924.821   13094.59     325.185    65369.5
students      225   67.68      82.82691     1.9        596.9

crime         225   10.38002   8.7667       3.55247    128.2051

Scientwork    225   9045.505   10569.56     519.804    55638.56

R&Dbudj       225   623.9634   1642.957     0          18574.99

R&Dpriv       225   1501.723   2640.481     0          16457.69

Innovations   225   211036.6   298302.5     92.46246   1720106

realwage      225   351.2292   271.3353     54.054     1650.905
pollution     225   100.1945   103.273      21.2108    918.8034 
The descriptive statistics is presented on the main variables that will be used in the estimation procedure. The table contains the real variables. We can see that all of the variables have quite a big deviation. As can be seen from the table only private research and development expenditures and expenditures by the government have 0 values and all other variables are positive integers (due to the nature of the data) so when we will estimate the presence of the knowledge spatial spillovers due to the process of estimation we should not have missing observations, so as our model will be estimated with the ln-ln transformation this will create a problem as logarithm of zero does not exist, to solve this problem we will replace those values in R&Dpriv and R&Dpub which is equal to 0 by 1. This will result in 55 changes. Robustness check showed that such changes does not influence significantly the magnitude and significance of the results. Next, let’s present yearly mean descriptive statistics on the some of the main variables.

Table 4.2 Mean statistics of some variables.

	 
	Rdpriv
	innovators
	innov firms
	students
	scientwork
	innovations

	year
	 
	 
	 
	 
	 
	 

	1998
	1633.9
	735.9
	69.52
	36.91
	9141.2
	3163.9

	1999
	1249.7
	708.5
	72.32
	51.7
	11705.3
	3334.5

	2000
	1762.9
	724
	68.2
	56.1
	11870.3
	139669

	2001
	951.8
	791.5
	67.5
	61.2
	10454
	206814

	2002
	1634.8
	715
	72.2
	67.5
	8594.4
	230677

	2003
	2072
	725.8
	59.84
	73.8
	8818.3
	187792

	2004
	1368
	744
	54.3
	81
	7332
	290057

	2005
	1347
	895
	47.6
	88
	7136
	372652

	2006
	1495
	684
	44.9
	92.7
	6357
	463169


If we look at the statistics we can see that level of innovations in the regions increased during the 8 periods and declined only in 2003. Research and development expenditures increased from 98 till 2000 and then from 2003 till 2006 but in the 2001 it were it the minimum average value. Number of people that produce innovations was almost the same during the period; we can not see any trend. Number of students in the universities of 3rd, 4th level of accreditation increased from 98 till 2006 in 3 times. Number of firms that are involved in the production of innovations declined continuously from 2002 till 2006 and became lower than in 98. Output of scientific institutions increased from 98 till 2000 and then begins to decline from year to year. 
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Figure 4.1. Number of R&D researches. (1996-2005)            Source: [26]
If we compare the data on the innovative activity of Ukraine with the data on the innovative activity of neighboring regions we can mention the following patterns. When we look at graph1 we can see that Ukraine and Russia have similar patterns at the change in the number of R&D specialists from 1996 till 2005. In both countries number of R&D stuff decreased significantly, while the biggest decrease was from 1996 to 1998. Another feature that we can mention is that number of researches in Poland and Ukraine is close and the gap is declining from year to year. At the same time Belarus have permanently smaller number of researches that is not changing significantly over time, while we can see a decreasing pattern.

To finish our inter country comparison we can consider the innovative activity in the neighboring countries and compare it with the innovative activity in Ukraine by looking at the patent time series. Figure 4.2 shows us that number of patent applications increased in each country during the observed period. Number of patent applications is almost the same in Ukraine and Poland while expenditures on innovative inputs are higher in Poland this can tell us that Ukraine is relatively more efficient in production of innovations.
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Figure 4.2 Number of patent applications (1996-2002).         Source: United               Nations [25]
The data also suggests that innovations in Ukraine tend to be concentrated geographically as East regions have high level of innovations, in contrast to western regions with much smaller level of innovations. This can be seen on the following figure.
[image: image3.emf]Innovations in Ukraine

0

200000

400000

600000

800000

1000000

1200000

1400000

1600000

1800000

2000000

Dnipropetrovsk

Donetsk

Zaporizka

luganska

Kxarkivska

VinnuckaGitomurska

KuivskaKirovogradskaPoltavska

SymskaCherkaska

Chernigivska

ARC

Mukolaivska

OdeskaKxersonskaVolunska

Zakarpatska

Ivanofrankivska

lvivska

Rivnenska

Ternopilska

XmelnutskaChernivecka

East Center South West

Sales of innovations


Figure 4.3. Innovation output by regions in 2006  Source: State Committee of Statistics
As can be seen from the graph leaders in production of innovations are Dniproptrovska(13.8%), Donetska(16.8%), Zaporizka(11.5%), Luganska(12.45%), Kharkivska(6,3%) – all situated in the eastern regions; Kuivska(13.2%) Sumska (3%), Odesska (7.11%) and Volunska (3.9%) regions. The smaller number of innovations is produced in the Western regions and Rivnenska (0.07%) and Ternopilska (0.039%) regions.

Chapter5

Estimation Results  
In the paper several methods will be used to estimate the knowledge production function. At first we can compare results of OLS and FE and RE regressions. They are presented in the following table:

Table 5.1 : Estimation results from OLS, FE and RE


                                OLS (1)        OLS (2)            FE (1)           FE (2)            RE (1)      RE (2)

lninnovations


lnR&Dpriv                       0.1875**       0.1865**         0.159*          0.174**          0.1875**     0.1865**

lnR&Dbudj                   - 0.1499**     -0.151**         - 0.145**      -0.138**         -0.1499**   - 0151** 

lnscientwork         - 0.223          -0.216            - 0.257          -0.285            -0.223         - 0.216 

lnl.patents               0.218*          0.223*             0.104           0.145             0.218*         0.223*    

lninovfirm               0.5348*        0.542*             1.0996***   1.026***        0.535*         0.542*


lnstudents               0.0615          0.048               2.756***     2.368**          0.062          0.048

lnuniversities        - 0.174          - 0.151              -0.03           -0.002            -0.174         -0.151

lnspecialists             0.926***       0.928***          0.357          0.331             0.926***     0.928***

lndoslidnuku         - 0.468*        - 0.455              -0.179         -0.339            -0.468*       -0.455

lnvunaxidnuku        0.343            0.288               0.864**       0.848**          0.343          1.288


lnrecreation            -0.156           -0.158             -1.451***     -1.593***      -0.156         -0.158

lnrealwage               0.882***       0.883***        -0.178          -0.326             0.882***     0.883***

lnmeuseums            0.389**         0.395**           1.71***        1.657***       0.389**       0.395** 

lntheatres                -0.826***     - 0.82***          0.18              0.207           -0.826***   - 0.82***  

lncrime                     0.838**        0.818**           0.183           -0.05              0.838**       0.818**

industry                    0.019***       0.019***         0.029**         0.025***      0.019***      0.019***

pollution                                       0.075                                  -0.371                               0.075


observations              170                170                 170              170              170              170

R2                                             0.70               0.69                 0.42             0.39             0.72             0.73

(***) – 1% level of significance, (**) – 5%level of significance (*) - 10% level of significance
 Hausman test showed that we should use fixed effect procedure but we will present the results of all three in order to compare them. If we compare all this models we can see that Ordinary Least Squares and Random Effect give us exactly the same results.   All three models show that R&D expenditures, HC inputs and openness of the region are important in production of innovations.  Research and development expenditures by private firms and from the budget are significant in all models as well as number of firms that produce innovations. However, previous innovative activity which is measured by lag of patent application is significant only in OLS and RE. When we look at the factors that measures high-skilled human capital we can see that in the fixed effect models both number of students enrolled in the universities and number of people that produce innovations in the region influence the level of innovations in the region, while in OLS and RE only number of specialists in the scientific institutions have positive and significant impact on the production of new knowledge in the region. If we look at the factors that show the openness of the region we can mention that in all three models number of museums has positive and significant effect on the knowledge production in the region. In the FE estimation procedure number of recreational places negatively influences the level of innovations but in the OLS and RE this factor is not significant. According to this 2 models sales of innovative products in the region depend on the average wage in the region, number of theaters and crime rate in the region. Level of industrial output in the GRP of the region that was included in the model to control for the fact that level of innovations should be higher in the industrial regions because production of innovations in the industrial production is easier than in agriculture. This factor has positive and significant impact in all of the models. 

As hausman test showed that we should prefer fixed effect estimation procedure we will talk about the results obtained from this estimation in more details.  If private R&D expenditures increase by 1% the innovation will increase by 0.159%.  However the elasticity with respect to budget R&D expenditures id negative and equal to -0.145. This coefficient is significant in the current paper but it was found to be insignificant in the work of Moreno et al. (2003). This result shows that when private firms get funds from the budget the sales of the innovative products are crowded out (decrease). We can observe negative impact on the level of innovative activity in case when firms use these funds to buy old inefficient equipment or decrease the level of their own production because they get some money from the government. Number of firms that innovate have positive and significant effect. The elasticity is equal to 1.099 which means that when number of innovative firms in the region increases by 1% the revenue from the sales of innovative products will increase by 1.099, almost 1-to-1 relationship. Number of the students has positive and significant impact on the production of new knowledge. When amount of students in the universities increase by 1% the level of innovation s will increase by 2.756%. Number of innovative people in the region also has positive and significant impact on the level of innovations. The coefficient shows that if number of such kind of people will increase by 1% the level of innovations will increase by 0.864. If we look at the factors that show openness of the region we see that number of recreational places is negative with elasticity equal to -1.451. This can have few explanations: first one that the level of innovations is the highest in the Eastern region but ecological conditions are not very appropriate there for recreation due to the large level of pollution in those regions. To control for this effect we include level of pollution as one of the explanatory variables but it turns out to be insignificant. Another possible explanation is that in the region with higher number of recreational places fewer resources (labor and capital) devoted to the production of innovations which result in decline in the number of innovations. Other measure of openness of the region – number of museums have positive sign. When number of museums in the region increase by 1% this will result in increase in the level of innovations by 1.71%. This supports the hypothesis that high level of openness of the region attracts high-skilled human capital and has positive influence on the level of innovations in the region. Output of scientific institutions has no significant impact on the production of innovations. This means that new knowledge produced by scientific institutions is not used by private firms to increase productivity and level of innovations of private firms. This can arise due to the weak communication between private firms and scientific institutions. Breush-Pagan test for heteroscedasticity suggest that the variance is homoscedastic.

If we include dummies to control for individual specific characteristics of different regions (endowment, high level of industrial enterprises) we got the results that are exactly the same as FE estimation gives. (See appendix A). F-test shows that these dummies for each region are statistically different from zero. Test on endogeneity shows that research and development expenditures of private institutions is exogenous. As in the literature there is no evidence of the efficient instruments we used lag of expenditures on research and development.

To test for the presence of spatial knowledge spillovers that can arise due to the nonrivalness of the knowledge we should do the Spatial Lag Model (SAR (1)) and Spatial Lag Model with the spatial autocorrelation in the error term (SAR (1, 1)). We include dummies of the regions to control for unobserved characteristics of the regions (endowment, high level of industrial enterprises). The results are presented in the table below we did not include the dummies into the table but they can be seen in the appendix B.

Table 5.2: Estimation results from Spatial Lag Model (1) and Spatial Lag Model with spatial autocorellation in the error term (1, 1)

                            
                             Distance between regions                        Contiguity

                 SAR (1)        SAR (1, 1)                          SAR (1)      SAR (1, 1)

lninnovations

Wlninnovations      0.998***         1.18***                              0.987***          1.56***

lnR&Dpriv                        0.126***         0.127***                            0. 137***          0.139***

lnR&Dbudj              -0.053**          -0.053**                            -0.069**          - 0.89***  

lnscientwork          -0.264             -0.291                                -0.422*            - 0.337

lninovfirm              0.681***          0.645***                            0.719***          0.582***

l
nstudents               -0.259            -0.214                                 -0.599              - 0.22

lnuniversities           0.342             0.306                                   0.32                 0.094

lnspecialists            -0.026            -0.016                                  0.097                0.117                  

lndoslidnuku           0.558**          0.567**                               0.369*              0.349*

lnvunaxidnuku        0.13                0.132                                  0.082                0.152


lnrecreation            -0.726**         -0.77**                                 -0.387               -0.369

lnrealwage                0.14                0.124                                   0.194*               0.182*

lnmeuseums             0.105              0.136                                   0.058                 0.309

lntheatres                  0.371*            0.39*                                   0.024                 0.141

lncrime                     0.287              0.291                                   0.673*               0.547

delta                                               -0.162                                                           -0.736**

sigma                                               3.945                                                             3.14

Observations            225                 225                                      225                   225

R2                              0.90                0.92                                      0.87                  0.95

(***) – 1% level of significance, (**) – 5%level of significance (*)- 10% level of significance

During the estimation 2 row-normalized weighting matrices were used: distance between regional centers (source [24]) and contiguity-common borders. Both models show the presence of the knowledge spillovers in Ukrainian regions. All of the models show that expenditures on research and development by private firms are highly significant and have positive impact on the production of innovations. Expenditures on research and development financed by government also have significant impact on the production of innovations. Number of innovative firms is important for the level of innovative activity as well as high-skilled human capital measured by the number of researches in the Ukrainian regions. We can also see some differences in results between two specifications. In the first one the number of recreational places has negative impact on the production of innovations while in the second model it is insignificant. Also, when we consider the level of openness of the region in the first specification number of theatre in the region has positive impact on the production of innovations while in the second model real wage in the region positively influence the level of innovations. In the second model output of scientific institutions as well as crime rate have significant impact on the innovative activity in the region. Let’s look at the results more precisely. At first, consider the results when distance between regional centers used as weighting matrix. 

According to the results of our estimation procedure we can see that coefficient delta is insignificant which means that our hypothesis that error term is distributed according to ν=δWν+ε, is not valid, so the results of the SAR(1)  model have bigger explanatory power and in our analysis we should consider the results which it gives. Nevertheless, we should point out that the results of two models are quite similar.   This model gives us a significant value of spatial lag, which shows that if innovation output increase by 1% in region i this will result in increase in innovative output in other regions by 0.998% on average. Increase in R&D expenditures is positive and it is expected to be positive with the theory. It shows that increase in costs on R&D by 1% will result in increase in innovative output by 0.126%. In our model we get that indirect effect is higher than direct one, which was observed in the theory by Jaffe (1989). This can result due to the fact that produce innovation by its own is always harder than to use knowledge produced by someone else.  Also we can see that R&D expenditures from the budget have negative effect on innovative output. Coefficient -0.05 show us that when expenditures on R&D from the government increases by 1% the innovative output in the region decreases by 0.05% this can happen due to the fact that efficiency of usage of the own costs of the firm is higher than in the case when it get some financing from the budget. We can observe negative impact on the level of innovative activity in case when firms use these funds to buy old inefficient equipment or decrease the level of their own production because they get some money from the government. So, the crowding out effect can be observed.  Number of firms that produce innovations has positive effect on innovative output. When number of innovative firms in the region increase by 1% innovation output in the region increases by 0.681%. Human capital that is measured with the number of researches in the region has positive impact on the level of innovations in the region with coefficient 0.558. Number of theatres in the region has positive effect on the level of innovative output. If number of theatres in the region increases by 1% the innovation output will decrease by 0.371%. Number of recreational places has negative impact on the innovative activity with elasticity of 0.726 this can be explained by the fact that in the region with higher number of recreational places less resources (labor and capital) devoted to the production of innovations which result in decline in the number of innovations. R2 is quite high 0.90 which shows that 90% of variation in innovative output is explained with the innovative inputs and openness of the region. 
Now, lets consider the output of the second specification where weighting matrix were defined as contiguity (regions have common border). In the second         SAR (1, 1) model coefficient delta is significant which means that our hypothesis that error term is distributed according to ν=δWν+ε is valid, so we should do the hausman test to see which model we should use. As p=0 we should look at the results of the SAR (1) but we should point out that the results of two models are quite similar in magnitude and signs of the coefficients.  The model predicts that due to the fact that estimated coefficient of the spatial lag is equal to 0.987 if the innovative output increase by 1% in region i then innovative output increase by 0.987% in the neighboring regions. At first, we should look at the innovation inputs. We see that elasticity with respect to the private expenditures on R&D equal to 0.137 which means that when private R&D increase by 1% the innovative output will increase by 0.137%.  R&D expenditures from the budget have negative effect on innovative output as in the previous case. Coefficient -0.069 show us that when expenditures on R&D from the government increases by 1% the innovative output in the region decreases by 0.069%. This can be explained due to the fact that private firms can decrease their production due to the fact that they got money from the budget.  The model suggests that knowledge of scientific institutions have negative impact on the innovative ability of the region. The elasticity with respect to output of scientific institutions is equal to -0.42. It can happen because innovations produced by scientific institutions are not able to meet the consumer demand, so when firms utilizes new knowledge produced by scientific institutions this result in decrease in sales. If we look at the factors that show openness of the region we see that number of recreational places is insignificant in this model but effect of average wage in the region has positive effect of 0.194 and shows that if average wage increases by 1% this will result in 0.194% increase in innovative output. Crime rate in the region has positive and significant effect the explanation of this fact can be seen that the intellectual rights not very good protected in Ukraine, so industrial spying can result in both high crime rate and level of innovations. When level of crime in the region increase by 1% the innovative output in the region increase by 0.673% this. The higher the level of openness in the region will result in mixed effect on the innovative output. When we look at the factors of human capital in our model we can conclude that number of researchers has positive and significant impact on the innovative output. Elasticity is equal to 0.369 which shows that when number of researchers in the region increase by 1% the level of innovations increase by 0.369%. R2 is quite high 0.87 which shows that 87% of variation in innovative output is explained with the innovative inputs and openness of the region. 

Conclusion.

In this paper the knowledge production function was estimated and the questions of the factors that are important in production of innovations were considered. In the process of research it became possible to show some common trends for all regions in Ukraine.

One of the major findings of the paper was the discovery of the strong spillovers effect of the innovative activity in one region on the innovative activity of the neighboring regions. Spillovers effect can occur due to the nature of knowledge. As it is nonrival and once innovation was made each firm can benefit from it.  Also, it was shown that this spillovers effects declining with the increase in the distance between regions. This finding is very important to the efficient government policy in the area of development of innovative economy in Ukraine. The practical application of this finding is that it is possible to stimulate innovative activity with lower costs, because government can take measures to increase level of innovations in one region and with the help of spillover effect the production of innovations will increase in the neighboring regions, so the effectiveness can increase significantly. 

It was shown that private expenditures on the research and development have positive and significant effect in all different specifications that were considered. In Ukraine elasticity with respect to private R&D was found at the level of 0.16 while studies in other countries showed higher effect of about 0.3. In contrast, expenditures on the research and development activity that were given from the budget to the firms that produce innovations have negative effect on the innovative activity. This can be explained due to the fact that private firms can decrease their production due to the fact that they got money from the budget. This result is also very helpful in terms of economic policy. First of all, it can be a signal of a high level of corruption and inefficiency in terms of government spending. Secondly, the practical application of these results is to stimulate private firms to put their money in the innovative activity with the tax preferences. For example, if firm buys new technology it should not pay VAT on it, or  costs that firms use on the research and development activity  can be included in the total costs and profit of the firm can be decreased by this value, so the amount of profit tax that firm pays can be smaller. 

 It was shown that production of scientific institutions has no impact on the level of innovations at the regional level, so the so the government should improve communicational process between scientific institutions and private firms for better cooperation between them and higher level of efficiency.

It is worth mentioning that, in contrast, to the USA where the openness the region has positive effect on the level of innovations due to the fact that more innovative people move to those regions Gates and Florida (2001) in Ukraine this effect is mixed. This can arise because different measures of the openness were used. In the USA very important measure of the openness of the region was the number of gays that live in the area, however, in Ukraine this kind of data is not available. While average wage, level of museums and theatres have positive effect on the level of innovations at the regional level, number of recreational places have negative impact. Such kind of effect can arise due to the fact that resources that are used in this area is not used to production of innovations. 

High skilled human capital was shown to be an important input in the production of innovation. Elasticity with respect to the number of innovative people in the region was found to be 0.86, and the number of students in the region has positive and significant value. So, high level of education is very important in the production of innovations at the regional level.

To sum up, the main factors that influence innovative ability of the region are R&D expenditures, high-skilled human capital and openness of the region. Spillover effect is also very important and should be taken into account whenever any economic policy is implemented. 
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Appendix
Appendix A.

Table A 1.  Estimation results from OLS, FE and RE with regional dummies


                                OLS(1)        OLS(2)            FE(1)           FE(2)              RE(1)      RE(2)

lninnovations


lnR&Dpriv                       0.1875**       0.1865**         0.159*        0.174**         0.1875**      0.1865**

lnR&Dbudj                   - 0.1499**     -0.151**        -  0.145**     -0.138**       -0.1499**    - 0151** 

lnscientwork         - 0.223          -0.216            - 0.257         -0.285          -0.223          - 0.216 

lnl.patents               0.218*          0.223*            0.104           0.145           0.218*          0.223*    

lninovfirm              0.5348*         0.542*           1.0996** *   1.026***      0.535*           0.542*


lnstudents               0.0615          0.048             2.756***      2.368**        0.062            0.048

lnuniversities        - 0.174           -0.151             -0.03           -0.002          -0.174           -0.151

lnspecialists            0.926***       0.928***         0.357          0.331           0.926***        0.928***

lndoslidnuku         - 0.468*        -0.455             -0.179         -0.339          -0.468*          -0.455

lnvunaxidnuku       0.343            0.288              0.864**       0.848**        0.343             1.288


lnrecreation            -0.156          -0.158             -1.451***   -1.593***     -0.156            -0.158

lnrealwage               0.882***       0.883***       -0.178         -0.326            0.882***       0.883***

lnmeuseums            0.389**         0.395**          1.71***      1.657***       0.389**          0.395** 

lntheatres                -0.826***    - 0.82***          0.18            0.207           -0.826***     - 0.82***  

lncrime                    0.838**        0.818**           0.183         -0.05              0.838**        0.818**

industry                   0.019***       0.019***         0.029**      0.025***       0.019***       0.019***

pollution                                      0.075                                -0.371                                0.075


d2                             -3.62**         -4.66***                                                 3.62**        -4.66***

d3                             -2.54            -3.25                                                      -2.54            -3.25    

d4                             -4.91**        -5.04*                                                     -4.91**        -5.04*



d5                            -3.91**         -3.47                                                      -3.91**         -3.47

d6                             0.19              0.19                                                       0.19              0.19

d7                             0.37             -0.55                                                      0.37              -0.55

d8                           -4.33**          -4.44                                                      -4.33             -4.44**

d9                           -3.42*            -4.45*                                                    -3.42*            -4.45*

d10                        -11.55***       -12.36**                                                 -11.55***       -12.36***

d11                          -3.53             -4.67*                                                    -3.53              -4.67*

d12                          -5.12             -5.3*                                                      -5.12              -5.3*

d13                          -3.81**          -4.24***                                                -3.81**           -4.24***

d14                           2.01               1.41                                                      2.01                1.41

d15                          -3.91***        -4.36***                                                -3.91***          -4.36***

d16                          -3.83**          -4.47**                                                 -3.83**            -4.4**

d17                          -2.11             -2.98                                                     -2.11               -2.98

d18                          -2.93             -3.79                                                      -2.93               -3.79
d19                          -4.6**            -6.13***                                                -4.6**             -6.13***

d20                          -8.44***         -9.11***                                                8.44***          -9.11***

d21                           2.19               1.26                                                      2.19                 1.26

d22                          -3.13              -4.1*                                                     -3.13                -4.1*

d23                          -3.57*            -4.21**                                                   3.57*            -4.21**

d24                          -1.43              -3.05                                                     -1.43              -3.05

d25                           -2.8               -3.03                                                     -2.8                -3.03

cons                         0.23            4.53                                                       0.23             4.53



observations            170             170                  170              170             170             170

R2                                           0.79            0.79                 0.42             0.39             0.84            0.83

(***) – 1% level of significance, (**) – 5%level of significance (*)- 10% level of significance

Appendix B: 

Table B.1 Estimation results from Spatial Lag Model (1) and Spatial Lag Model with spatial autocorellation in the error term (1, 1) with regional dummies


                                Distance between regions                                  Contiguity

                      SAR (1)        SAR (1, 1)                          SAR (1)      SAR (1, 1)

lninnovations


Wlninnovations      0.998***        1.18***                               0.987***          1.56***

lnR&Dpriv                        0.126***        0.127***                             0. 137***         0.139***

lnR&Dbudj                 -0.053**         -0.053**                             -0.069**          - 0.89***  

lnscientwork          -0.264             -0.291                                 -0.422*            - 0.337

lninovfirm              0.681***        0.645***                             0.719***         0.582***


lnstudents              -0.259            -0.214                                  -0.599             - 0.22

lnuniversities           0.342              0.306                                   0.32                  0.094

lnspecialists            -0.026            -0.016                                   0.097                0.117                  

lndoslidnuku           0.558**          0.567**                               0.369*              0.349*

lnvunaxidnuku         0.13                0.132                                   0.082                0.152


lnrecreation             -0.726**        -0.77**                                -0.387               -0.369

lnrealwage                0.14                0.124                                   0.194*              0.182*

lnmeuseums            0.105              0.136                                    0.058                0.309

lntheatres                 0.371*            0.39*                                    0.024               0.141

lncrime                    0.287              0.291                                   0.673*               0.547


d2                            -1.86**          -1.97**                                -2.26**              -2.32**                         

d3                            -1.39              -1.52                                   -1.68                  -1.18

d4                            -1.58              -1.69                                    -1.11                  -0.64

d5                             0.04               -0.05                                     0.1                     0.49

d6                            -1.26               -1.34                                   -1.97                  -1.33

d7                            -1.75*             -1.87**                                -1.76*                -1.54

d8                            -0.04              -0.13                                      0.17                  -0.27

d9                            -2.46***        -2.58***                                -1.89*                -1.64

d10                           -3.35**          -3.51**                                 -2.59                  -3.68**

d11                           -3.13**          -3.29**                                 -3.65**              -3.49**

d12                           -1.97              -2.17                                    -1.17                  -0.58

d13                           -1.92              -2.01***                               -1.05                  -1.27

d14                           -0.29              -0.29                                     0.32                   -0.79

d15                           -1.02              -1.1                                      -0.86                    1.37   

d16                           -1.19             -1.32                                     -1.89*                 -1.87*

d17                           -1.69*           -1.83*                                    -2.03*                 -1.65

d18                           -1.39             -1.61                                     -0.39                   -0.0004

d19                           -2.78             -2.92***                                -2.34**               -2.05*

d20                           -2.32*           -2.42*                                    -1.44                    -1.34

d21                           -0.93             -0.97                                     -1.41*                  -0.62

d22                           -1.91             -2.07*                                    -2.22                    -1.89

d23                           -1.78*            -1.93*                                   -1.66                    -1.35

d24                           -2.82**          -2.98***                                -1.9                     -0.97

d25                           -2.05*            -2.19**                                 -2.17*                  -2.01

cons                          0.113             0.89                                      0.24                     -1.87


delta                                               -0.162                                                        -0.736**

sigma                                              3.945                                                           3.14


Observations              225              225                                       225               225

R2                               0.90              0.92                                      0.87               0.95

(***) – 1% level of significance, (**) – 5%level of significance (*)- 10% level of significance

