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Head of the State Examination Committee: Mr. Serhiy Korablin, Economist, National Bank of Ukraine 
The paper studies type of competition among Georgian banks. It evaluate whether “Rose revolution” in Georgia had an effect on degree of banking competition. In order to expend analyses, type of competition among Belarusian banks was evaluated and compared with Georgian one.  According to the result “Rose Revolution” did not change the type of banking competition, which was and is a monopolistic competition. The same type of competition is found for Belarusian banking sector.  
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I. Introduction
Banking system is a very important part of the economy, as it is a provider of liquid resources, necessary for every sector. Banks make financial markets work, without them moving funds from savers to investors would be impossible. They also have an important effect on the performance of the economy as a whole. Banks are an integral part of implementing monetary policies and augmenting the effect of money supply based on money multiplier. One important feature of banking sector is that its functions cannot be performed by other sectors, especially in developing economy where credit unions and mutual funds do not exist. A developed county can have no comparable advantage in some industries and be oriented to other industries, but having banking industry is a must. Therefore, banking system’s weak performance slows down economic growth of all other sectors and economy as a whole. 

Increased competition can push banks to innovate and develop banking services, reduce interest rates to stimulate economic growth by raising the availability of financial resources to businesses. Thus, competitiveness of banking sector affects the efficiency of other groups and plays an important role in promoting long-term growth of the whole economy.


Georgian banking system history dates back to the early 1990s, when the country gained its independence and started to build a new economic system. Many of the earliest banks used to play “Ponzy game” and went bankrupt, leaving creditors disappointed and hopeless. 

Nowadays, Georgian banking sector is considered to be one of the most developed in the country, it consists of 17 commercial banks with aggregated total assets of GEL 4,228 mln (USD 2 500 mln) and aggregated loan portfolio of GEL 2,682 mln (USD 1 577 mln) as of 01.01.2007
. The number of banks constantly decreases as a result of bankruptcy or rare mergers. Top five banks comprise more than 80% of aggregated total assets (GEL 3 387 mln) and more than 80% of aggregated loan portfolio (GEL 2 190 mln)1. Despite this interest rate is quite high ranging from 36% (annual) for micro loans in Lari (Georgian currency) to 12% for the best clients of the banks in US dollars. Moreover, even top banks have poor operational services and money transfers are expensive. Increased competition can force banks to reduce interest rates and improve operational services. Those changes must lead to improved availability of financial resources to other businesses, which play an important role in promoting growth of economy as a whole. 

Many studies have been written on competition in banking sectors; nevertheless, Georgian banking system has never been studied.  I intend to check what type of competition is there among Georgian banks and evaluate the effect of “Rose revolution” on it. (The Rose Revolution refers to a peaceful 2003 revolution in the country of Georgia that displaced President Eduard Shevardnadze. Georgia had been governed by Eduard Shevardnadze since 1992. His government – and his own family – became increasingly associated with pervasive corruption that hampered Georgia's economic growth.) Another purpose of this work is to check are there any changes in competition over time, i.e. before and after “Rose revolution”. 
Why Rose Revolution might have affected competition? Georgian politics and business are tightly linked. Almost every successful businessman moves to politics or has good relationship with one or another political group. Some banks were suspected to be protected by the old government. Rose Revolution changed government and leaded to changes in business. Shareholders of many leading Georgian banks sold their shares and new banks entered Georgian market. Some banks attracted managers of competitors by higher wages and those managers brought corporate clients with them to the new employers. All this might have an effect on bank’s management and banking sector as a whole.     

I also extend my analysis to the case of Belarus in order to compare two transition countries which both were a part of USSR but chose different paths of development when became independent.  After the dissolution of USSR Belarus moved away from a government monopoly in banking, but the government has retained high degree of influence over both the central bank and the country’s commercial banks. Today there are 29 commercial banks in Belarus with aggregated total assets of BYR 25,754,625 mln (USD 12 000 mln) and loan portfolio of BYR 18,240,418 mln (USD 8 500 mln) as of 01.10.2006
. Commercial banks are still frequently being pressurized by the government to purchase government-issued securities and provide credits at low interest rates to selected enterprises, often not profitable ones in the agricultural sector. The largest banks are called on to provide these loans, which deleteriously affects both liquidity and profitability. To sustain this, and to avoid any fundamental restructuring of the banking sector, the government often needs to inject financial support. A handful of large banks dominate the banking sector. Top 5 banks comprise more than 85% of aggregated total assets (BYR 22,258,968 mln) and more than 90% of aggregated loan portfolio (BYR 16,468,203 mln)2. The rest of the banks are much smaller. Although the share of non-performing loans had fallen to less than 2% of total loans by March 2006, this probably understates the sector’s weakness (the decrease in non-performing loans was helped by changes in loan classification and provisioning rules and by additional government guarantees). International Monetary Fund has voiced concerns over the unprofitability of many of the bank’s corporate clients. 

There are several ways to measure competition.  One of them is Herfindahl index, which is a sum of squares of market shares. The lower the value of the sum, the higher the competitiveness on the market is. It ranges from zero for perfectly competitive industry to square of one hundred present for pure monopoly.  However, Herfindahl index is not a sufficient measure of competition in our case.  There are other things besides market share such as behavior of firms on the market that determine the degree of competitiveness.  Moreover, the theory of industrial organization has shown that the competitiveness of an industry cannot be measured by Herfindahl or other concentration indexes (Baumol, Panzar, and Willig 1982). A bank can be alone on the market but charge price equal to marginal cost like in case of perfect competition, while several banks can form cartel and charge monopolist’s price. How firms behave in case of new entrants or changed input prices can be more important for determining the level of competition on the market.  

Taking into account the above listed deficiencies of concentration indexes in my thesis I will use a more appropriate method – Panzar and Rosse model (PR model), which is a widely used method to study banking competition.  PR model uses input prices to determine behavior of banks, which is not incorporated in the method of Herfindahl or any other concentration index.  The PR model uses H-statistic to determine the degree of competition from zero for monopoly to one for perfect competition. The H-statistic measures joint significance of several independent variables, in this case joint significance of inputs. The model also allows distinguishing different types of banks, for example smalls versus larges or foreign versus domestic.

II. The banking sector tendencies 

As it is shown on the graph represented below, there is a decreasing tendency in the number of commercial banks in Georgia; it has decreased from 36 to 17 since 1999. 
Graph 1
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However, total assets and credit portfolio have an upward trend. The graphs below represent aggregated total assets and credit portfolios for the entire sector and for the large banks in million Georgian Lari. (1.7GEL – 1 USD). Banks total assets and loan portfolio increased sharply during the last two years. The growth rate per year exceeded 50%.    
Graph 2 (total assets)
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In order to be more precise graphs represent datum for all Georgian banks and large Georgian banks. Bank is taken as large if it controls more then 7% of aggregated total assets of banking sector (Mostly it is top 5 or top 6). It is easier to notice a significant gap in term of total assets between large banks and other banks. 

Graph 3 (loan portfolio)
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Total assets and credit portfolio of Belarusian banks also have an upward trend. The graphs below represent aggregated total assets and credit portfolios for all 26 banks studied in the paper and for the large (top 5) banks, in billion Belarusian rubles. (2140 BYR – 1 USD). Belarusian banking sector also has very high growth rate which was almost 50% during the last two years.
Graph 4 (total assets)  
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As in case of Georgia, in order to be more precise graphs represent datum for all Belarusian banks and large Georgian banks. Top 5 Bank is taken as large and each of them controls more then 7% of aggregated total assets of the banking sector (no another bank do the same) It is easier to notice a significant gap in term of total assets or loan portfolio between large banks and other banks. 

Graph 5 (loan portfolio)
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Taking into consideration that the data is in a nominal terms it will be appropriate to look through below graphs showing annual inflation in Georgia and Belarus.  

Graph 6 
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As it shown on graph 6, Belarusian suffered by hyperinflation several years ago (251% in 1999) and only in 2005 annual inflation became less than 10% (8% in 2005). 

Georgia suffered by hyperinflation earlier in 90s and inflation rates of last years more or less stable (Graph 7), but have upward trend since 2001 (2005 is exception). Taking into consideration high growth rate of the economy, inflation growth can be considered as natural facture. 

Graph 7
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III. Literature Review

Banking sector, as a key player of money market, is important for every market economy.  Financial system allocates liquid resources to other sectors and existence of any developed industry is under question without this engine.  Increased competition can stimulate economic growth by raising the availability of financial resources to other businesses.

Competitiveness of banking sector affects the efficiency of other groups and plays an important role in promoting long-term growth of the whole economy. 

According to Vives (2001), competition in banking sector matters for a number of reasons.  As in other industries, the degree of competition in the financial sector affects the efficiency of the production of financial services, the quality of financial products, and the degree of innovation in the sector.  It has also been shown, both theoretically and empirically, that the degree of competition in the financial sector can matter for the access of firms and households to financial services and external financing, in turn affecting overall economic growth.

Competition in banking sector is rather a popular area of research. However, Georgian banking system has never been studied.  

Two widely used techniques for measuring the degree of competitive behavior in the market are those developed by Breshanan (1982) and Lau (1982) and Panzar and Rosse (1987). The Breshanan model uses market equilibrium model and is based on the idea that profit-maximizing firms in equilibrium will choose prices and quantities such that marginal costs equal their marginal revenue, which equals to demand price in case of perfect competition or industry’s marginal revenue in case of monopoly. The model requires the estimation of a simultaneous equation model based on aggregate industry data.  Taking into consideration that number of Georgian banks significantly decreased for last six years (from 36 to 17) and aggregated industry data is hard to find in a proper way I chose another model. In this work I will study the question of competition among Georgian banks using the Panzar and Rosse model (1987).  

As mentioned above, the existent literature on the issue is immense, mainly consisting of empirical works.  The majority of them uses PR model.  Precisely these studies will be reviewed here, since my work is based on PR model as well.

Main idea behind the model is that in case of perfect competition, increased input price increases both marginal cost and total revenue by the amount cost increased. In case of monopoly increased input price increases marginal costs, but reduces equilibrium output and total revenue. Based on how banks behave in case of input price changes market structure can be evaluated. More detail description and the practical application of the model is presented in next sections. This framework has been widely used, especially in case of studying banking sector.

First PR model was used to study banking competition in developed countries. Canadian banking sector was studied in the period of 1982-1984 by Nathan and Neave (1989). They evaluated the level of competition in the banking sector and found out that in 1982 banks’ behavior was resembling perfectly competitive market structure, but in 1983-1984 it became monopolistic competition. This study revealed that there was a change in competition type over time, which is a purpose of my thesis. 

Molyneux et al. (1994) examined the level of banking competition in developed neighboring countries using dataset of 1986-1989 for Germany, United Kingdom, France, Italy and Spain. He found that market structure in Italy was resembling the case of a monopoly; while in other countries it was monopolistic competition; with the exception for 1987 when behavior of German banking sector was corresponding to the case of perfect competition. Despite the fact that economies of these countries are closely related, market structures of their banking sectors vary from perfect competition (Germany) to monopoly (Italy). 

The above mentioned result on Italian banking sector is not coinciding with the results of research done by Corrorese (1998). He studied the degree of competition among Italian banks for the period from 1988 to 1996 and described Italian banking market as monopolistic competition. Moreover, he found that in 1992 and 1994 behavior of the banks was corresponding to the case of perfect competition. This is another example when the study reveals a change in competition type over time. 

Study of neighboring developed European countries was a target of Bikker and Groenveld (2000). They evaluated the level of banking competition for 15 EU countries using PR model. Based on dataset from 1989 to 1996 they characterized the banking sectors as monopolistic competition. Exceptions were Belgium and Greece where behavior of the banking sectors were resembling perfect competition. 

As I have already mentioned PR model allows evaluating different types of banks, such as small versus large banks. Using data set of 1992-1994 De Bandt and Davis (2000) examined degree of competition among banks from France, Germany, Italy and United States. According to the results large banks were acting as in case of monopolistic competition, while behavior of small banks was a monopolistic one. Exception was behavior of Italian small banks, which were acting as monopolistic competitors. Philippatos and Yildrim (2002) evaluated degree of competition among banks based on data from 15 Central and Eastern European countries. Authors used dataset of 1993-2000 and found that small- or medium-size banks behave as monopolistic competitors, while behavior of large banks were as in case of perfect competition.

New wave of using PR model took place when economists started to study banking competition in developing and transition economies. Gelos and Roldos (2002) investigated level of banking competition based on dataset from Argentina, Brazil, Chile, Mexico, Czech Republic, Hungary, Poland and Turkey. They used a time range from 1994 to 1999 and identified behavior of the banking systems as monopolistically competitive. 

Banking sectors of Latin American countries were studied several times with the help of PR model. In 2003 Belaisch investigated competitiveness on Brazilian banking sector for a period of 1997-2000 and described the market as monopolistically competitive. The same result about Brazilian banking sector was obtained by Levy-Yeyati and Micco (2003). They investigated the level of banking competition based on data from Argentina, Brazil, Chile, Colombia, Costa Rica, El Salvador and Peru. The authors used dataset over1993-2002 years and identified behavior of the banks as if operating under conditions of monopolistic competition. Philippatos and Yildrim tried to evaluate the level of banking competition based on data of banks from the following Latin American countries: Argentina, Brazil, Chile, Colombia, Costa Rica, Ecuador, Mexico, Peru, Paraguay, Uruguay and Venezuela. They used data for 1993-2000 and identified behavior of the banking systems as a case of monopolistic competition.  According to their empirical results, the authors concluded that profit of the banks has negative correlation with the degree of competition and participation of foreign banks. This paper has one more interesting finding: an increase of concentration in the banking sector does not necessarily improve the banks’ performance or lower competition. 

Lately the targets of studies based on PR model have been developing countries. Taking into consideration developing quality of Georgian economy, number of Georgian banks and amount of their assets I find these papers more useful and draw more attention to them. Buchs and Mathisen (2005) examined the level of competition in the Ghanaian banking sector using panel dataset of 17 Ghanaian banks for 1998-2003. They found evidence of a noncompetitive market structure, which probably slows down financial intermediation. Financial statements of the banks show very high profit ratios and high cost structure which is a case of monopoly. According to the authors, several factors affect the bank’s behavior, either because they create indirect barriers to enter banking sector or because they limit competition among banks. 

· One factor is the size of a bank to use economy of scale. As Ghana is a poor country with very small saving base, small banks can not grow, which is a serious constraint. 

· Second is high investment costs which might discourage potential new entrants.  

· Holding of government securities have become a source of high stable profit and limited competition among banks. Financing government’s deficit through treasury bills crowded out share of private sector in bank’s portfolio and put pressure on interest rate. 

· Ghanaian banks do not make adequate provisions of past-due loans, which signals about high lending risks to potential entrants. 

The authors suggested steeply declining T-bill rate to reduce dependence of Ghanaian banks on revenues from government securities. This action will force banks to receive income from other sources and draw more attention to customers, which will increase competition. 

The results are quite similar for another developing African country. Hauner and J.Peiris (2005) investigated level of competition in the Ugandan banking sector. Using a penal data set of 15 Ugandan banks for 1999-2004 and PR model authors tried to identify results of the financial sector reforms. They separated sample into two periods, before and after the reform of 2002, and examined whether the degree of competition changed significantly after the reform. They also analyzed the role of size and owners in the performance of the banking industry.  This paper evaluates success of financial sector reform in low-income country where banking system is small, relatively underdeveloped and large share of industry is owned by foreigners. As their results show there is no relation between foreign ownership and concentration on competitive pressure. Despite the reforms the market structure and behavior of the banks seem to be monopolistic. This fact slows down financial intermediation, especially in the fee-based services which is protected by nontransparent fee structure of Ugandan banks. High overheads, loan loss provision, inflexible labor market and unfavorable legal system have negative effect on competition and improvement in financial intermediation.

As I have already mentioned the authors analyzed the role of size in the performance and found that small banks may experience problems, especially if supply of treasury bills declines as it is a main source of revenue. Same as in previous case of Ghanaian banks, the government securities are a source of high stable profit for Ugandan banks. Treasury bills crowd out share of private sector in bank’s portfolio, as money of the banks are invested to finance government deficit.  The authors suggested declining government security issuance in order to reduce dependence of banks on it. This fact would force the banks to increase income from other sources and draw more attention to other clients, which probably increase competition. 

As it seems reforms and change of owners structure is not successful in many cases. According to the paper written by Sampson (1995), banking privatization in Jamaica has not improved significantly performance of the financial sector. 

One of the latest studies based on PR model was done by A. Prasad and Ghosh (2005). They examined the level of competition in the Indian banking sector using a penal data set of 64 Indian banks. For the period of 1996-2004 the authors evaluated Indian banking sector as monopolistic competition. They also found that size of the bank has significant effect on interest revenue. 

Banking competition for many countries has already been evaluated by PR model. However, such research has never been done for Georgia and Belarus. So, the thesis will fill the gap in existing literature. 

IV. Theory
The theory of industrial organization has shown that the competitiveness of an industry cannot be measured by market structure indicators alone, such as number of institutions, or Herfindahl and other concentration indexes (Baumol and others, 1982). A bank can be alone on the market but charge price equal to marginal cost like in case of perfect competition, while several banks can form a cartel and charge monopolist’s price. So, the threat of entry can be a more important determinant of the behavior of market participants (Besanko and Thakor 1992). Economic theory also suggests that performance measures, such as the size of banking margins, interest spreads, or profitability, do not necessarily indicate the competitiveness of a banking system. The degree of competition in the banking system should be measured with respect to the actual behavior of banks (Hauner and Peiris, 2005). In 1987 Panzar and Rosse introduced a model which measures competition in sector with respect to firms behavior. 

Panzar and Rosse (1987) model uses input prices to determine behavior of banks. The model investigates the relationship between input prices and the revenue earned by a separate bank. The PR model is based on assumption that bank’s management choose prices of bank’s products in response to input costs depending on the market structure of the banking sector. The main advantage of this approach is that it uses data of separate banks, therefore captures the unique characteristics of different banks. It also gives possibility to study differences among different types of banks, for example large versus small or private versus government owned. 
As it has already been mentioned, Panzar and Rosse (1987) model uses input prices to determine behavior of banks. In case of perfect competition, increase in input prices will increase the marginal cost and revenue by the same amount. In case of a monopoly an increase in input prices will result in increased marginal cost but will decrease the revenue. The PR model uses H-statistic, which measures joint significance of inputs prices and shows joint influence of the independent variables (input prices) on dependent (revenue) one, to determine the degree of competition from zero for monopoly to one for perfect competition. Monopolistic competition is a case between monopoly and perfect competition. 
V. Methodology
It is important to give precise specification of the model. My regression equation takes the following form:

 ln(Rit) = α + β1 lnINP1it + β2 lnINP2it +  γ1PSit + γ2PRit + γ3lnTBRt + γ4INFt + λDit +εit
The regression is based on Panzar and Rosse model and includes variables previously used in studies on banking competition. My variables of primary interest are revenue and input prices, which determine degree of competition. Other variables improve the model and enable researchers to come up with useful policy recommendations. Government bonds rate will reveal the influence of this factor on bank’s performance. Inflation captures its effect on banks’ profit (output price – input price). The dummy distinguishing large and small banks shows the difference in mark up between small and large banks. 

Rit is the dependent variable, ratio of total revenue to total assets. It shows how effectively bank uses its assets and it is normalized revenue per asset. 

INP is input price. Inputs are given as interest bearing input and non-interest bearing input. INP1 is interest expanses to interest bearing liabilities, which is a proxy for interest bearing input and INP2 is non interest expenses to total assets, which is a proxy for non-interest bearing input. Despite the proxies is used in other papers, which study banking competition based on PR model, it may lead to wrong result as input prices and their proxies still may be different. This is a problem of empirical papers and my thesis is not an exception. I assume that the proxies correctly represent input prices and lead to correct results. 
PS (portfolio share) is loan portfolio to total assets and shows importance of credit activities for a bank. The ratio is included to account for the level of assets under risk, as the assets are not under the banks control and may not be repaid back. The coefficient is expected to be positive as a higher share of loan implies greater revenue. 

PR is provisions for possible losses to loan portfolio. It shows quality of loan portfolio and therefore proficiency of bank’s managers. 

INF is inflation and in the model it shows how change of price level effects bank’s output prices apart from changing input prices. The coefficient will be negative or positive depending on whether output price or input prices are more flexible. 

TBR is government’s treasury bills rate which may be a significant source of income for banks in developing or transition countries.

Dummy is a size dummy to distinguish large from small banks according to the situation on the Georgian and Belarusian market. Bank is taken as large if it controls more then 7% of aggregated total assets of banking sector (mostly this is top 5). If revenue increasing power is due to size, the size dummy should be significant.

Two regressions for pre- and post-revolution periods make it possible to see the impact of the Rose Revolution on the structure of banking system. No doubt that the revolution was the most important event in this period in Georgia and if significant change in banking competition was a case it was caused by Rose Revolution. 

PR model defines a measure of competition H, as the sum of input’s elasticity (H= β1 + β2 + β3) and measures joint significance of inputs. Based on the value of the H market structure can be determined. In case of monopoly, an increase of input prices will increase marginal cost and reduce revenue, thereby the value of H is negative or zero (H≤0). While in case of perfect competition, an increase of input price will increase output price and revenue in the same proportion as costs, thereby the value of the H equals to one (H=1). Monopolistic competition is a case between monopoly and perfect competition and the value of H lies in the interval from zero to one (0<H<1). As it seems gap between monopolistic competition and monopoly or perfect competition can be very small. For example if H=1 it is a case of perfect competition, while H=0.9 and H=0.1 both are considered as cases of monopolistic competition despite the fact that H=0.9 is closer to H=1. Still the model gives clear number how inputs prices affect on revenue and based on this shows degree of competition in the sector.      

VI. Data Description 

The necessary data is obtained from the financial statements of the banks, which they are required to provide to the National Banks of Georgia and Belarus. The statements are audited by the National Banks and this data tends to be very accurate. 
Data about Georgian banks is provided by statistic department of the National Bank of Georgia. Data about the inflation in Georgia and the Treasury bill rates was found on the official web site of the National Bank of the Georgia
.  Data about Belarusian banks is obtained from official web site of the National Bank of the Republic of Belarus
.   
Unbalanced annual panel data for five consecutive years (1999-2003) is used to study pre-revolution period in Georgia. In 1999 the number of Georgian commercial banks was 36, while at the end of selected period in 2003 this number reduced to 24. Some new banks entered the market and some old banks went bankrupt, due to this the number of observations used in regressions equals 127.  
Below summery statistics represents a statistics of all variables: ln is a natural log, R is total revenue (proxy total revenue to total assets), intexprate and nonintexp are inputs (proxies interest expenses to interest bearing liabilities and non-interest expenses to totao assets), PR is provisions to loan portfolio, PS is loan portfolio to total assets, TBR  is treasury bill rate. 
Summery statistics 1 (pre-revolution Georgia)

	Variable
	Obs
	Mean
	Std. Dev.
	Min
	Max

	lnR
	137
	-1.9687
	0.6253
	-4.5331
	-0.7090

	lnintexprate
	128
	-3.1312
	1.5047
	-9.8752
	3.3141

	lnnonintexp
	138
	-2.7950
	0.7785
	-5.7543
	-1.0067

	PR
	135
	0.0621
	0.1766
	-0.7274
	1.2498

	PS
	138
	0.5662
	0.2266
	0
	1.2956

	Size dummy
	138
	0.1594
	0.3674
	0
	1

	inflation
	170
	6.22
	2.5715
	3.4
	10.8

	ln TBR  
	170
	3.1140
	0.4472
	2.4824
	3.7753


In order to measure current level of competition and make conclusions about current Georgian banking sector unbalanced quarterly data is used. Taking into consideration that banking sector is very liquid sector and number of banks is small, which enables them to observe competitor’s changes, all adjustment happens quite quickly and I assume that quarterly data captures as much information as annual data. So, the post-revolution data covers last three years (13 quarters) from last quarter of 2003 when the Rose Revolution happened up to the end of 2006. As it has already been mentioned number of the commercial banks was 24 in 2003 and it reduced to 17 as a result of mergers and bankruptcy. So, the number of observations used in the regression is 229. (I have also tried to evaluate post-revolution period with annual data, but the number of observations is only 66 and I find it unreliable to use such a small sample.) The summery statistics of the quarterly data for post-revolution period in Georgia is presented below. 
Summery statistics 2 (post-revolution Georgia)

	Variable
	Obs
	Mean
	Std. Dev.
	Min
	Max

	lnR
	253
	-3.4165
	0.6368
	-6.5214
	-1.9202

	lnintexprate
	237
	-4.8789
	1.1908
	-12.5309
	-2.4293

	lnnonintexp
	264
	-4.0590
	0.6252
	-6.1131
	-2.7553

	PS
	265
	0.5343
	0.2769
	0
	3.2529

	PR
	265
	0.0109
	0.1426
	-1.0097
	1.9875

	inflation
	312
	2.1092
	2.5579
	-2.3
	6.4

	sizedummy
	265
	0.2830
	0.4513
	0
	1

	lnTBR
	312
	0.0960    
	0.1080
	0
	0.3731


Balanced quarterly panel data for four consecutive years (2003-2006) is used to study banking sector of Belarus. The data contains financial statements of 26 Belarusian commercial banks during 15 quarters from first quarter of 2003 to the third of 2006. The 26 banks include almost all commercial banks of Belarus: Belagroprombank, Belpromstroibank, Belarusbank, Belinvestbank, Priorbank, Belvnesheconombank, Paritetbank, Belarusky narodny bank, Belarussian Industrial Bank, Belgazprombank, Absolutbank, Djem–bank, Bank of Reconversion and Development, Minsk Transit Bank, Technobank, Golden Taler, Trustbank, Slavneftebank, International Trade and Investement, Moscow–Minsk, Atom–bank, Credexbank, International reserve bank, Lorobank, Astanaeximbank, Byelorussian–Swiss Bank. Currently Belarusian banking sector includes 29 banks, but three of them have recently been established and do not have much financial history. 
Summery statistics 3 (Belarusian)
	Variable
	Obs
	Mean
	Std. Dev.
	Min
	Max

	lnR
	390
	-3.4852
	0.5749
	-6.3592
	-0.4017

	lnintexprate
	390
	-4.1207
	0.7397
	-7.8053
	0.0355

	lnnonintexp
	390
	-3.9210
	0.5838
	-6.4721
	-2.3013

	inflation
	390
	3.2933
	2.5348
	0
	8.1

	PS 
	390
	0.6892
	0.1402
	0.2193
	0.9895

	PR
	390
	0.0087
	0.0936
	-0.0828
	1.8091

	sizedummy
	390
	0.1923
	0.3946
	0
	1

	lnTBR
	390
	0.2267
	0.0834
	0.1160
	0.3653


More general summery statistics for pre-revolution Georgian data, post-revolution Georgian data and Belarusian data are presented in Appendix 1, Appendix 2, Appendix 3, respectively.

VII. Estimated Results
I run three separate regressions using data for:  pre-revolution period in Georgia, post-revolution period in Georgia, and Belarus. F-test applied after the fixed-effects estimation suggests that fixed-effects panel data must be used instead of pooled OLS in all three cases. 

In order to correct for heteroscedasticity I run regressions with robust standard errors. 
In table 1 below the results for pre-revolution regression are given. Hausman test was applied in order to discriminate between fixed and random effects estimation and based on the test preference should be given to random-effects estimation. Breusch and Pagan Lagrangian multiplier test for random effects (pooled OLS versus random effect) also suggests random effect.

Table 1

	Random-effects GLS regression
	Number of obs =127

	Group variable (i): id 
	Number of groups = 34

	R-sq:  within  = 0.3359
	Obs per group: min = 1

	between = 0.2421
	avg = 3.7

	overall = 0.3016
	max = 5

	Random effects u_i ~ 
	Wald chi2(7) = 71.21

	corr(u_i, X) = 0 (assumed)
	Prob > chi2 = 0.0000

	lnR
	Coef.
	Std. Err
	P>t

	lnintexprate
	0.0355
	0.0395
	0.370

	lnnonintexp
	0.3246
	0.0807
	0.000 

	PS (portfolio share)
	-0.0476
	0.2096
	0.820

	PR (provisions)
	1.2627
	0.3358
	0.000 

	INF (inflation)
	0.0066
	0.0141
	0.638 

	sizedummy
	0.1475
	0.0877
	0.093

	lnTBR
	0.7803
	0.3128
	0.013 

	_cons
	-1.2277
	0.2344
	0.000


Input prices (proxy interest expenses to interest bearing liabilities and non-interest expenses to total assets) are jointly significant and H-statistic (sum of inputs coefficients) equals to 0.36. The number shows that 1% of input prices increase will increase revenue by 0.36%, which is a case of monopolistic competition. Hypotheses H=0 (case of monopoly) and H=1 (case of perfect competition) were rejected, while the hypothesis H=0.36 can not be rejected (Appendix 4). Loan portfolio to total assets and inflation are highly insignificant.

Provision is highly significant, but coefficient is positive. According to the results, banks increase its revenue if the ratio of provisions to loan portfolio increases. The result seems illogical taking into consideration that provision to loan portfolio ratio shows quality of the loan portfolio and higher is the ratio higher is the total amount of bad loans in the portfolio. The positive sign of the coefficient may be a result of protecting banks with low quality loans and giving them exclusive rights to do other activities (pension payments, collecting different taxes, etc.) which gives them additional revenue. As it was already mentioned previous Georgian government was blamed to protect several banks. Another possible explanation is that high provision might result from risky loans which usually bring high interest rate (higher revenue) and high rate of provisions.

Size dummy is insignificant at 5% significance level but significant at 10% significance level. The positive coefficient of size dummy means that large banks earn higher revenue per asset compared to small banks. This may be a result of economy of scale or large banks use their oligopoly power and charge higher output prices than small banks do, which brings higher revenue.  .

The significant treasury bills rate means that a large part of bank’s revenue comes from government obligations. So, the banks invest significant part of their funds in treasury bills, which is not good for economic growth as banks have less funds for private sector.

In Table 2 the results of post-revolution regression are provided.  Hausman test was applied in order to discriminate between fixed and random effects estimation and based on the test preference should be given to fixed-effects estimation.  

Input prices (proxy interest expenses to interest bearing liabilities and non-interest expenses to total assets) are jointly significant and H-statistic equals to 0.45, which is a case of monopolistic competition. Hypotheses H=0 (case of monopoly) and H=1 (case of perfect competition) were rejected, while the hypothesis H=0.45 can not be rejected (Appendix 5). H-statistic increased after the Rose Revolution, but the hypothesis H=0.36 (H-statistic before the rose revolution) also can not be rejected (Appendix 5). So, I find it hard to conclude that competition increased as a result of the revolution. Despite this fact there are interesting results as several coefficients are highly significant. (Random effect estimation is used in case of pre-revolution period, while fixed effect is used in case of post-revolution period. In order to avoid misunderstanding and prove above conclusions, Appendix 7 represents pre-revolution period based on fixed effect estimation and shows that above mentioned conclusions about the effect of the revolution and the type of banking competition are the same and using fixed effect estimation do not change these results). 
Table 2

	Fixed-effects (within) regression 
	Number of obs = 229

	Group variable (i): id
	Number of groups = 24

	R-sq: within = 0.2975
	Obs per group: min = 1

	between = 0.3653
	avg = 9.5

	overall = 0.2936
	max = 13

	F(7,198) = 10.37
	

	corr(u_i, Xb)  = -0.2663
	Prob > F = 0.0000

	lnR
	Coef
	Std. Err
	P>z

	lnintexprate
	0.0526
	0.0514
	0.307

	lnnonintexp
	0.4000
	0.0918
	0.000

	PS (portfolio share)
	1.6117
	0.3486
	0.000

	PR (provisions)
	-1.9991
	0.5058
	0.000

	INF (inflation)
	0.0218
	0.0089
	0.015

	sizedummy
	-0.2781
	0.0882
	0.002

	lnTBR
	0.3605
	0.2539
	0.157

	_cons
	-2.3920
	0.4244
	0.000


Loan portfolio to total assets is highly significant and shows the level of assets under risk (risk of not being repaid). As it was expected the ratio is positive and underlines that a higher share of loans to total assets implies higher revenue to the bank

Provisions rate is highly significant and the coefficient is negative. The result seems logical taking into account that provisions to loan portfolio shows quality of the loan portfolio and lower the ratio lower the total amount of bad loan in the portfolio and higher good (revenue bringing) loan’s share in loan portfolio. 

Inflation is significant at 5% significance level and coefficient is positive. According to the results inflation increase banks revenue, but according to the theory inflation increase both output and input prices. An explanation can be that banks’ output price is more flexible and adjusts faster than input prices. Input prices (employee’s salaries, real-estate rent, etc.) are banks’ expenditures and they try not to adjust it as long as possible. Anyway, input prices such as employee’s salaries, real-estate rent and interest rate of deposits usually are put by individuals and it takes more time for them to feel the inflation. Another explanation could be large loans as in some loan agreements interest rate is determined taking into account inflation.

Size dummy is significant and the coefficient is negative. According to the result large banks earn less revenue per asset than small banks. The result is slightly strange as large banks probably should be able to use economy of scale, however an explanation of the result can be that small banks are more flexible and even several good big credits could be enough to earn high revenue per assets.

Treasury bills rate is insignificant. The result is quite logical taking into consideration that after the Rose Revolution Georgian budget has surplus and the government does not need funds to finance deficit. Since 2005 no treasury bills have been issued and banks could not buy new treasury bills.

In table 3 the results for the case of Belarus are given. Hausman test was applied in order to discriminate between fixed and random effects estimation of the panel data and based on the test preference should be given to random-effects estimation. Breusch and Pagan Lagrangian multiplier test for random effects (pooled OLS versus random effect) also suggests random effect.

Table 3

	Random-effects GLS regression
	Number of obs = 390

	Group variable (i): id
	Number of groups = 26

	R-sq: within = 0.3845 
	Obs per group: min = 15

	between = 0.4708
	avg = 15

	overall = 0.4362
	max = 15

	Random effects u_i ~ Gaussian
	Wald chi2(8) = 9135.02

	corr(u_i, X) = 0 (assumed)
	Prob > chi2 = 0.0000

	lnR
	Coef
	Std. Err
	P>z

	lnintexprate
	0.1876
	0.0492
	0.000

	lnnonintexp
	0.2857
	0.0771
	0.000

	PS (portfolio share)
	0.2054
	0.2896
	0.478

	PR (provisions)
	-0.8594
	0.1817
	0.000

	INF (inflation)
	0.0110
	0.0084
	0.186

	sizedummy
	0.2218
	0.0827
	0.007

	lnTBR
	-0.0103
	0.2672
	0.969

	_cons
	-1.8102
	0.4120
	0.000


Input prices (proxy interest expenses to interest bearing liabilities and non-interest expenses to total assets) are jointly significant and H-statistic equals to 0.47, which is a case of monopolistic competition. Hypotheses H=0 (case of monopoly) and H=1 (case of perfect competition) were rejected, while the hypothesis H=0.47 can not be rejected (Appendix 6). Hypothesis H=0.45, which is the H-statistic in case of Georgia, also can be rejected (Appendix 6). As it seems H-statistic is not significantly greater in case of Belarus compared to Georgian case and the countries have equal degree of competition in banking sectors. (Random effect estimation is used in case of Belarus, while fixed effect is used in case of Georgia. In order to avoid misunderstanding and make countries moer comparable, Appendix 8 represents fixed effect estimation in case of Georgia and shows that above mentioned conclusions about the type of banking competition are the same and using fixed effect estimation do not change these results.)

Loan portfolio to total assets, inflation, size dummy and treasury bills rate are insignificant.

Provisions rate is highly significant and the coefficient is negative. Taking into consideration the fact that provision to loan portfolio shows quality of the loan portfolio, negative correlation between revenue per unit of assets and quality of loan portfolio is natural.

The positive coefficient of significant size dummy means that large banks earn higher revenue per asset compared to small banks. As it has already been mentioned it could be because of economy of scale or large banks use their oligopoly power and charge higher output prices than small banks do, which brings higher revenue.  

VIII. Conclusions
As the results show political changes did not affect much the degree of banking competition in Georgia. Even in Belarus, which is believed to be the last dictatorship in Europe, the H-statistic is not significantly different and Georgian banking sector is not closer to perfect competition than Belarusian. The banks of both countries behave as firms under monopolistic competition. 

Positive significant size dummy in case of Belarusian gives ground to suspect large banks in using oligopoly power and putting higher prices on their products compared to the prices of their smaller competitors. According to the law of the National Bank of Republic of Belarus small banks, whose equity is less than BYR 10 mln (USD 5 mln), are not allowed to have deposits from individuals. Such constraints reduce chances of small banks to obtain funds and properly compete with large banks. Large banks seem to use such situation and yield higher income per unit of asset. However, the result can be due to economy of scale. Different situation is on current Georgian market where small banks earn higher revenue to assets compared to large banks after the Rose Revolution. Taking into consideration huge growth of bank’s assets (more than 50% per year), I believe that small banks find easier to yield higher revenue per asset due to their flexibility.

Treasury bills rate has no significant effect on revenue to total assets ratio in regressions representing post-revolution Georgian and Belarusian banking sectors (both cases show current situation in the countries). This can be viewed as a positive sign for future development as it means that banks primarily obtain their income from private sectors and do not depend on income received from government bonds. 
I started writing this thesis with purpose to obtain master degree in economics and at the same time sent my proposal to the National Bank of Georgia’s research department. As a result I have recently been informed that I win a research grant of the National Bank of Georgia in order to study banking competition on Georgian banking market. I hope that I will be provided with more detailed information (for example salaries expenses of the banks, quarterly data of pre-revolution banks and so on), which give opportunity to obtain more precise results. 
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Appendix 1

	Variable
	Obs
	Mean
	Std. Dev.
	Min
	Max

	id
	170
	17.5
	9.839691
	1
	34

	year
	170
	2001
	1.418391
	1999
	2003

	total assets
	138
	33149.69
	47526.19
	2838.72
	263857.6

	loans
	138
	18885.14
	29013.41
	0
	160212.8

	deposits
	138
	16606.37
	29901.07
	.27
	192396.9

	borrowing
	138
	5893.791
	11990.48
	0
	63758.7

	interes expense
	138
	1162.113
	2004.115
	0
	10974.77

	non-interes expense
	138
	2606.863
	3818.01
	17
	20224.81

	Provisions for possible losses
	138
	862.3813
	2005.08
	-1732.46
	17405

	TBR
	170
	24.844
	11.08167
	11.97
	43.61

	R
	138
	.1619281
	.0846975
	-.0041991
	.4921336

	lnR
	137
	-1.968729
	.625341
	-4.533081
	-.709005

	lnintexprate
	128
	-3.131185
	1.504745
	-9.875242
	3.31406

	lnnonintexp
	138
	-2.794954
	.7785062
	-5.754252
	-1.006659

	PR
	135
	.0621011
	.176624
	-.7274003
	1.24981

	PS
	138
	.5661542
	.2265766
	0
	1.295574

	Size dummy
	138
	.1594203
	.3674011
	0
	1

	inflation
	170
	6.22
	2.571478
	3.4
	10.8

	ln TBR  
	170
	3.114041
	.4471959
	2.482404
	3.775286


Appendix 2 

	Variable
	Obs
	Mean
	Std. Dev.
	Min
	Max

	id
	312
	12.5
	6.933307
	1
	24

	year
	312
	20051.08
	9.342045
	20034
	20064

	total assets
	265
	112843.8
	182320.4
	2494.42
	1181258

	loans
	265
	71445.68
	122843
	0
	709420.6

	deposits
	265
	65291.11
	113413.5
	43.6
	577277.2

	borrowings
	265
	20614.38
	40379.59
	0
	216545.6

	TBR
	312
	1.107454
	.1269835
	1 
	1.4523

	Interest expen. 
	265
	1031.328
	2189.369
	-67.33
	14244.12

	Non-interest expense
	265
	1921.643
	2891.565
	0
	18262.52

	Provisions for possible losses
	265
	503.9149
	1580.503
	-5966.01
	16196.78

	R
	264
	.0361826
	.0221341
	-.0466192
	.14658

	lnR
	253
	-3.416458
	.6367648
	-6.521374
	-1.920184

	lntotintexp
	237
	-4.878829
	1.190847
	-12.53089
	-2.429328

	lnnonintexp
	264
	-4.058968
	.6251695
	-6.113114
	-2.755236

	PS
	265
	.5343139
	.2768938
	0
	3.252897

	PR
	265
	.0109168
	.1426394
	-1.009732
	1.987468

	inflation
	312
	2.109231
	2.557897
	-2.3
	6.4

	sizedummy
	265
	.2830189
	.4513179
	0
	1

	lnTBR
	312
	.0960194    
	.1080351
	0
	.3731485


Appendix 3

	Variable
	Obs
	Mean
	Std. Dev.
	Min
	Max

	id
	390
	13.5
	7.509634
	1
	26

	year
	390
	20046.4
	10.75189
	20031
	20063

	Provision for possible losses
	390
	806.0049
	2705.431
	-5651.3
	26829.4

	R
	390
	.0356236
	.0348652
	.0017308
	.6692063

	TBR
	390
	1.258867
	.1060668
	1.123
	1.441

	Total assets
	390
	563212.7
	1367233
	1166.466
	1.09e+07

	lnR
	390
	-3.485166
	.5748848
	-6.35916
	-.4016629

	lnintexp
	390
	-4.120703
	.739712
	-7.805281
	.0354574

	lnnonintexp
	390
	-3.920994
	.5837727
	-6.472074
	-2.301324

	inflation
	390
	3.293333
	2.534778
	0
	8.1

	PS 
	390
	.6891838
	.1401513
	.2193222
	.9894547

	PR
	390
	.0087433
	.0935876
	-.0827802
	1.80912

	sizedummy
	390
	.1923077
	.3946197
	0
	1

	lnTBR
	390
	.2267182
	.0834215
	.1160037
	.3653373


Appendix 4

	test lntotintexp+ lnnonintexp==0

( 1)  lntotintexp + lnnonintexp = 0

chi2(  1) =   19.56

Prob > chi2 =    0.0000
	. test lntotintexp+ lnnonintexp==1

( 1)  lntotintexp + lnnonintexp = 1

chi2(  1) =   61.81

Prob > chi2 =    0.0000

	. test lntotintexp+ lnnonintexp==0.36

( 1)  lntotintexp + lnnonintexp = .36

chi2(  1) =    0.00

Prob > chi2 =    0.9999
	


Appendix 5

	. test lnnonintexp+ lntotintexp==0

( 1)  lnnonintexp + lntotintexp = 0

F(  1,   198) =   24.18

Prob > F =    0.0000
	. test lnnonintexp+ lntotintexp==1

( 1)  lnnonintexp + lntotintexp = 1

F(  1,   198) =   35.36

Prob > F =    0.0000

	. test lnnonintexp+ lntotintexp==0.45

( 1)  lnnonintexp + lntotintexp = .45

F(  1,   198) =    0.00
Prob > F =    0.9772
	. test lnnonintexp+ lntotintexp==0.36

( 1)  lnnonintexp + lntotintexp = .36

F(  1,   198) =    1.01

Prob > F =    0.3155


Appendix 6

	. test lnintexp+ lnnonintexp==0

( 1)  lnintexp + lnnonintexp = 0

chi2(  1) =   50.19

Prob > chi2 =    0.0000
	. test lnintexp+ lnnonintexp==1

( 1)  lnintexp + lnnonintexp = 1

chi2(  1) =   62.13

Prob > chi2 = 0.0000

	. test lnintexp+ lnnonintexp==0.47

( 1)  lnintexp + lnnonintexp = .47

chi2(  1) =    0.00

Prob > chi2 =    0.9601
	. test lnintexp+ lnnonintexp==0.45

( 1)  lnintexp + lnnonintexp = .45

chi2(  1) =    0.12

Prob > chi2 =    0.7268


Appendix 7 

	Fixed-effects (within) regression 
	Number of obs = 127

	Group variable (i): id
	Number of groups = 34

	R-sq: within = 0.3655
	Obs per group: min = 1

	between = 0.1408
	avg = 3.7

	overall = 0.2323
	max = 5

	F(7,86) = 5.88
	

	corr(u_i, Xb) = -0.3455
	Prob > F = 0.0000

	lnR
	Coef
	Std. Err
	P>z

	lnintexprate
	-0.0331
	0.0785
	0.674

	lnnonintexp
	0.4490
	0.1473
	0.003

	PS (portfolio share)
	-0.2654
	0.3255
	0.417

	PR (provisions)
	1.4443
	0.4174
	0.001

	INF (inflation)
	0.0008
	0.0149
	0.956

	sizedummy
	0.1539
	0.1925 
	0.426

	lnTBR
	0.7205 
	0.3492
	0.042

	_cons
	-0.8958
	0.4701
	0.060


	Fixed-effects (within) regression 
	Number of obs = 390

	Group variable (i): id
	Number of groups = 26

	R-sq: within = 0.3855
	Obs per group: min = 15

	between = 0.4252
	avg = 15

	overall = 0.4005
	max = 15

	F(6,358) = 32.15
	

	corr(u_i, Xb)  = 0.1901
	Prob > F = 0.0000

	lnR
	Coef
	Std. Err
	P>z

	lnintexprate
	0.1787    
	0.0479
	0.000

	lnnonintexp
	0.2804
	0.0854
	0.001

	PS (portfolio share)
	0.3242
	0.2853
	0.257

	PR (provisions)
	-0.8294
	0.1938
	0.000

	INF (inflation)
	0.0102
	0.0078
	0.193

	sizedummy
	(dropped)
	
	

	lnTBR
	0.0193 
	0.2567
	0.940

	_cons
	-1.9109 
	0.4330 
	0.000


Appendix 8

	. test lnintexp+ lnnonintexp==0

( 1) lnintexp + lnnonintexp = 0

F(  1,   358) =   36.25

Prob > F =    0.0000
	. test lnintexp+ lnnonintexp==1

( 1) lnintexp + lnnonintexp = 1

F(  1,   358) =   50.30

Prob > F =    0.0000

	. test lnintexp+ lnnonintexp==0.46

( 1) lnintexp + lnnonintexp = .46

F(  1,   358) =    0.00

Prob > F =    0.9913
	. test lnintexp+ lnnonintexp==0.45

( 1) lnintexp + lnnonintexp = .45

F(  1,   358) =    0.01

Prob > F =    0.9044


� The source of the data: The National bank of Georgia


� The source of the data: The National Bank of The Republic of Belarus


� � HYPERLINK "http://www.nbg.gov.ge" ��www.nbg.gov.ge� 


� � HYPERLINK "http://www.nbrb.by" ��www.nbrb.by� 





