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Abstract

MICROECONOMIC FLEXIBILITY OF LABOR IN uKRAINE
by Maksym Sukhar
Head of the State Examination Committee: Mr. Volodymyr Sidenko,

Senior Economist                                                                                                 Institute of Economy and Forecasting,                                                                 National Academy of Sciences of Ukraine 

The aim of this paper is to estimate the level and dynamics of microeconomic flexibility in Ukraine during 2001-2005 years and analyze the factors and consequences involved. The data used in this paper is the panel of around 650 000 firm-years. Microeconomic flexibility captures the speed with which establishments adjust to different productivity shocks by means of changing the employment level. It was shown that the number of employees in an establishment is positively correlated with the level of microeconomic flexibility. Additionally, the evidence was presented that the size of the gap between the desired level of employment and actual level of employment is directly related to the level of microeconomic flexibility. Microeconomic flexibility exhibits declining path during 2003-2005 years in Ukraine. 
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Chapter 1

Introduction
The Ukrainian economy had suffered different structural shocks after the destruction of the Soviet Union. After the most important consequences of these shocks dissipated, market economy began to advance. Any market economy consists of microeconomic agents, which interact in the markets for goods, services, and factors of production. The efficiency of this interaction is the key to success and economic growth. One of the core factors defining this efficiency is the speed of factor reallocation from less productive economic agents to more productive ones. Labor, being one of the factors of production, moves between economic agents according to this pattern. If there is no friction, labor could move instantly from less productive economic agents to more productive ones. But the friction is the reality we face in empirical research. That is why the speed of labor reallocation may be different in different years, countries, industries and firms. From this perspective it would be interesting to measure the probability of frictionless reallocation of labor in the economy. This idea is not new
. But the empirical use of the relevant methodology on the panel data of Ukrainian firms is a novelty and the main aim of this thesis paper. 
The speed of labor reallocation (which is called microeconomic flexibility in Caballero, Engel and Micco 2004) has become a very important element of growth  in modern market economies today, because it facilitates the process of creative destruction and thus provides a basis for effective labor reallocation according to the needs of dynamic market system. Of course, we should remember that the microeconomic flexibility is an aggregate measure of the speed of adjustment of microeconomic agents to the changing conditions: it does not refer to the labor market responsiveness to aggregate exogenous shocks, the latter is measured by the macroeconomic flexibility, even though there may be some correlation between these two measures. Thus we should be aware not to become confused by the subtle difference between these two notions. For instance, a policy regulation changing the real wage rigidity will lead to a different reaction by the unemployed to aggregate shocks, the variation in macroeconomic flexibility but not microeconomic flexibility. The latter may depend not only on macroeconomic but also on microeconomic factors.
The increase in microeconomic flexibility is supposed to influence economic growth. Thus it is extremely important to provide such an analysis to understand the priorities of the policies to be implemented to improve on this parameter. Let’s define some factors that can explain this notion. Microeconomic flexibility may depend on many variables. Among them are labor market regulations, the level of technology and the nature of the productive processes, the politics and the level of development of the judicial authorities, as well as national peculiarities such as level of shadow economy and other variables. We will discuss the relationship between these and other factors and microeconomic flexibility in the literature review section of this paper. However, many of these factors are not explicitly observable in a transition economy like the one of Ukraine, thus it would be reasonable to apply a model including observable factors to estimate the level of microeconomic flexibility in Ukraine. 
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In this paper we use next model (which is based on the adjustment hazard model) to estimate the level of microeconomic flexibility in Ukraine:
                                                                                            (1)
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Observable statistical variables are included in this framework. They are nominal output, employment, total compensation and industry classification within the manufacturing sector. 

Caballero, Engel and Micco (2004) compare the levels of microeconomic flexibility between several different countries of Latin America. We will also compare the level of flexibility in Ukraine to that of other countries and decide whether it is big or small and to what degree. Besides, we would also test the hypothesis of the positive correlation between the number of employees in establishments and the level of microeconomic flexibility. It would be also interesting to assess whether establishments react more promptly to large gaps between the desired and actual levels of employment, that is, to estimate the presence of increasing hazard
 in Ukrainian establishments. Furthermore, we would analyze the dynamics of microeconomic flexibility of Ukraine during 2003-2005 years. 

Chapter 2
Literature review

In this literature review we will see the importance of creative destruction processes in the economy first. Different approaches to evaluate the level of microeconomic flexibility as a factor facilitating the process of creative destruction will be presented below. 

The first approach is based on evaluating the cost which different institutional and social factors put on labor market dynamics. Next, we shortly discuss the literature analyzing aggregate job flows between microeconomic agents. Then we continue with the discussion of the model which measures the speed of adjustment of an establishment to exogenous changes, which is measured as the probability of the realization of the gap between desired quantity of labor and lagged actual quantity of labor. And finally the evidence will be presented that the model we use in this paper is preferable to other relevant papers due to its coverage of different adjustment hazard functions and simplicity of the input data.

The argument about the importance of productive and efficient reallocation of labor is provided in Caballero and Hammour (2000). The authors review the dynamics of job flows on the basis of the notion of creative destruction, which is a key factor for growth in economies. They link job creation and destruction activities to the ongoing restructuring of the economy. They imply that the process of restructuring means reallocating factors of production to more productive agents, thus accounting for increases in productivity in the economy. They also show the link between the hindering of the creative destruction process and the decrease in the level of availability of financial resources in the economy. In fact, they even show that the aftermath of any crisis is more painful for economies which were initially less flexible due to institutional and technological reasons. The effect of this technological sclerosis is that the use of resources is ineffective and that the country doesn’t have enough resources to create and develop effective economic units, thus deepening the consequences of any kind of crisis.

According to Caballero, Engel and Micco (2004), we may examine the factors influencing microeconomic flexibility in three main ways: by exploring the cost institutions and customs put on labor market dynamics; by analyzing the degree of direct reallocation of resources between economic entities; by measuring the speed of realization of the gap between desired quantity of labor and lagged actual quantity of labor in an establishment.

Caballero, Engel and Micco (2004) suggest that regulation is the main institutional factor which impacts microeconomic flexibility. Some of the studies searching the impact of different forms of regulation on the labor reallocation process are provided below.

According to Botero et al. (2003) the poorer the country, the stronger social security system it has, and as a result lower labor force participation and higher unemployment. Heckman and Pages (2000) indicate that extensive labor market regulation is both inefficient in the sense that it decreases employment, and is inequality-increasing. Then, Abraham and Houseman (1993) provide empirical evidence that increased employment protection decreases the labor market flexibility for such countries. 

Gertler (1988) shows that a firm’s flexibility to changes in market demand (which are assumed to be exogenous shocks) may be presented in two ways, which characterize the nature of the productive processes: adjustment of workers already employed to the new ways of doing business (functional flexibility), and reallocation of the forms and quantities of intra-firm employment which results in increasing or decreasing the number of “overtime, part-time and temporary workers” (numerical flexibility). The second form of flexibility is connected to the notion of microeconomic flexibility estimated in this thesis paper. The difference between these forms of flexibility is that Gertler (1988) allows for changing of working hours in the company due to exogenous shocks, while in my paper  one of the main assumptions is that that the establishments face adjustment costs only when they change employment level, but not the number of hours worked.

Another important factor which changes the firm’s flexibility is hiring and firing costs, which may become high under strong positions of labor unions. The high firing costs, especially those imposed by courts, could decrease the firm’s ability to react to worsening market conditions and negative exogenous shocks by means of dismissing workers (Bentolila and Bertola, 1990). Besides, even when economy is booming firms may be reluctant to hire exactly the needed quantity of additional workers, because in the case of further downturn in the economy they may face high firing costs again.

The political environment also puts some cost on the labor market. Labor market liberalization may have effects of mitigating of mass unemployment (Berthold and Fehn, 1996) and  may increase earnings inequality due to reallocation of the labor force within the economy (Rutkowski, 2003). Trade liberalization may have negative effect on prices and wages, while the policy directed at increasing entry in the economy (for example, by promoting FDI) may have positive effect on wages and employment (see Vandenbussche and Konings, 1998). Nonetheless, some studies suggest that the increased speed of reforms may in fact cause high unemployment instead of increasing the speed of desired reallocation of labor factors of production between economic agents (Boeri and Terrell  2002).

The second possible way to measure microeconomic flexibility is to look at gross factor reallocation models. For example, Brown and Earle (2003) look at the gross reallocation of labor, capital and input index (based on industry specific Cobb-Douglas model, which includes Hicks-neutral MFP of each firm as an additional parameter) between low productivity and high productivity firms, and decide that the increase in reallocation of labor has positive impact on productivity, especially on multifactor productivity.

The above mentioned ways of looking on microeconomic flexibility are important, but according to Caballero, Engel and Micco (2004) they don’t give us the “whole picture” and may not be able to show the relative importance of changes in this parameter due to the difficulty of estimating whether some gross change in reallocation is extraordinarily high or low. It is not the aggregate value of change which is interesting to us, but rather the speed and the probability of this change which is more important and significant. Thus in this work we apply to the third methodology, based on the work by Caballero, Engel and Micco (2004). This methodology is derived from the simple adjustment-hazard model, which is presented in Caballero and Engel (1993). According to Caballero and Engel (1993) the adjustment-hazard model is the model, which shows to what degree the probability of a microeconomic agent’s response to exogenous shock is connected with the deviation of the target variable from its initial value.
Caballero, Engel and Haltiwanger (1997) show that the main source for microeconomic employment fluctuations is idiosyncratic (reallocation) shocks and that they play a major role in the interaction between different aggregate shocks and the employment response to these shocks. Besides, they use the findings of Rotemberg (1987) that the representative agent framework with quadratic adjustment costs (Sargent,  1978) exhibits similar aggregate dynamics to that of constant hazard function developed in Calvo (1983). 

Nonetheless, Caballero and Engel (1993) suggest that the increasing hazard adjustment model is more general and thus more informative than the constant-hazard model when the dynamics of the aggregated microeconomic data becomes nonlinear and complex. They propose that increasing hazard adjustment model should be used in deriving more robust implications than partial adjustment model with constant hazard about the interaction between microeconomic response of heterogeneous agents and aggregate response of labor market to exogenous shocks. They compare “higher moments of the cross-section distribution of deviations” and give evidence that they affect the dynamics of estimators in increasing hazard adjustment models, while they are not important for partial adjustment models estimation. Higher moments “play an important role in how current innovations are filtered through the cross-section distribution of deviations”. If we assume to use increasing hazard adjustment model then we should understand that according to this model establishments may have larger flexibility with respect to large gaps than to small ones, as it is evidenced in Caballero, Engel and Micco (2004). 

Caballero, Engel and Micco (2004) develop their adjustment-hazard model by generalizing the quadratic adjustment-cost-representative-agent framework developed in Sargent (1978) and constant hazard model developed in Calvo (1983), which allows them to evaluate levels of microeconomic flexibility under both constant and increasing hazard. 

Caballero, Engel and Micco (2004) use the methodology described in the above  paragraph on the sample of Latin America countries. Their goal was  “to measure microeconomic flexibility by the speed at which establishments reduce the gap between their labor productivity and the marginal cost of such labor.”  They claim to gain advantage in research comparing to previous studies. First, authors use simple microeconomic statistical variables: nominal output, employment, and employment expenses, which is a benefit comparing to other related papers, which used complex measures of real output or an exogenous sector demand shocks to study adjustment costs.   Second, Caballero, Engel and Micco state that their methodology summarizes all exogenous shocks in only one variable – microeconomic flexibility - which helps to improve accuracy of testing hypotheses and to use interaction terms for studying the factors which contribute to changes in adjustment of employment. Third, the model presented in their paper accounts for possible non-linearity of the adjustment function. 

At this point it is reasonably to notice that the presence of different adjustment cost functions is crucial for solving the problem of defining microeconomic flexibility. The fact that the firm adjusts its labor quantity and wages according to changing internal and external conditions only partially in short-run and more and easily in the long run have been developed extensively since Oi (1962). Based on this this model Sargent (1978) developed the linear-quadratic framework of the labor adjustment costs which rested on the assumptions of convexity and symmetry of these costs. Since then a lot of different critique has been pushed upon the applicability of quadratic adjustment model for deriving plausible scientific inference about the adjustment of microeconomic agent to exogenous shocks.  The comprehensive overview of this critique and different approaches of measuring adjustment costs is presented in Hammermesh and Pfann (1996). Among other things authors argue that the assumption of convexity and symmetry is not very plausible for explaining the objective reality, especially when it concerns microeconomic data. At the same time Hammermesh and Pfann (1996) scrutinizing on literature and theories of adjustment costs, suggest that the adjustment hazard model, which  examines constant hazard, increasing hazard, and asymmetric hazard, presented in Caballero and Engel (1993), may be the most promising for connecting microeconomic dynamics in labor adjustment costs with aggregate changes in labor demand, because it helps to generalize in one model both quadratic, linear, and lumpy adjustment costs. Nonetheless, Hammermesh and Pfann (1996) admit that even this model has a difficulty to solve problem “that the target input level, represented in part by the constant terms in the asymmetric hazard function that differ between positive and negative shocks, is specified in an ad hoc way”, which nonetheless does not lessen the value and advantages of the Caballero and Engel (1993) model comparing to other relevant frameworks.

Thus, this thesis paper uses the most general and advantageous framework derived from Caballero and Engel (1993)
 for estimating microeconomic flexibility in Ukraine.  
                                                                                            (2)
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This thesis paper will fit the existing literature in creating the additional empirical evidence for using the model in one of the Post-soviet transition countries. Post-soviet countries have many peculiarities which may have affected the path of microeconomic flexibility during transition and restructuring of their economies. That is why it would be interesting to estimate whether this model is applicable to the economy of Ukraine and whether  the  levels and paths of microeconomic flexibility in Ukraine are comparable to other economies in the world.

The presented literature shows us that there are many ways in which we may assess microeconomic flexibility, but most of them are based either on the data which is difficult to obtain, or on the studying aggregate job flows which does not answer the important question of speed of adjustment of labor to exogenous factors at the microeconomic level. Thus, the most appealing scenario for a potential researcher would be to search for a model which eliminates those drawbacks and is general enough to make plausible statistical inference. Such a model is presented in Caballero, Engel and Micco (2004) and is used throughout this paper.

Chapter 3
Data description
In this research we use balanced panel data of continuous establishments in Ukraine for 2001-2005 years, based on the dataset of the Ministry of Statistics of Ukraine. The number of establishments per year is 130 889, thus the number of observations is 654 445 establishment-years. The initial dataset had from around 300 000 cross-section units in 2001 to around 380 000 cross-section units in 2005. After adjustment for continuity the dataset contained 182 854 continuous establishments, and it was further cut down so as the working panel data has no missing and zero values for such variables as employment, output and wage bill. The comparatively large size of the final dataset (which covers around 1/10 of the number of establishments and more than 1/3 of the official labor force
 in Ukraine) allows us to assume that all these cuttings down have not created sample selection bias. Each observation has markers for the region of residence (25 regions, and cities of Kyiv and Sevastopol), as well as for industry which it belongs to (based on first 2 digits of KVED). Each firm is uniquely identified by its firm ID. 
In tables below in this section we present some descriptive statistics, characterizing the sample involved. Table 1 describes the percent distribution of our sample by levels of employment and lagged log values of employment. We use the latter in research that follows to divide our sample into two broad groups of establishments (small and large) in order to avoid  the problem of extraordinary high or low figures of employment measured in values rather than in logs.
Table 1: Descriptive Statistics I
	
	Value

	Observations
	654 445

	Establishments
	130 889

	Employment:
	(% of the sample)

	(0, 50):
	83.8

	[50, 100):
	6.8

	[100, 250):
	6.1

	>=250:
	3.3

	Distribution of lagged logarithm of employment 
	(% of the sample)

	<50%
	37.8

	>75%
	20.4

	Period*:
	2001-2005


*When calculating distribution of lagged logarithm of employment period was adjusted to 2002-2005 due to a lag.

Table 2: Descriptive Statistics II, estimated sample, balanced panel
	Variable
	Obs
	Mean
	Std. Dev.
	Min
	Max

	Wage bill
	654 445
	473.64
	10 058.13
	0.1
	2 145 730

	Output
	654 445
	5 358.26
	133 876.20
	0.1
	3.69e+07

	Employment
	654 445
	57.55
	757.91
	1
	125291

	Marginal product of labor

	654 445
	8.39
	606.70
	8.66e-06
	386 414.60

	Log of wage bill
	654 445
	3.73
	1.84
	-2.30
	14.58

	Log of employment
	654 445
	2.50
	1.46
	0
	11.74

	Log of marginal product of labor
	654 445
	0.55
	1.61
	-11.66
	12.86

	Gap

	392 667
	-0.07
	0.60
	-8.09
	10.50


Table 3: Descriptive Statistics III, full sample, unbalanced panel
	Variable
	Obs
	Mean
	Std. Dev.
	Min
	Max

	Wage bill
	1 487 574    
	258.92    
	6889.17      
	-75.2    
	2 145 730

	Output
	1 616 537    
	3913.77    
	98139.31   
	-90403.8   
	3.69e+07

	Employment
	1 416 314    
	44.18    
	557.25          
	0     
	125 291

	Log of wage bill
	1 202 920    
	3.21    
	1.94  
	-2.30   
	14.58

	Log of employment
	1 402 624    
	2.08    
	1.54          
	0   
	11.74


Table 4: Gross job flows in Ukraine, 2002-2005
	`
	2001
	2002
	2003
	2004
	2005

	Employment:
	8 019 821
	7 815 525
	7 502 150
	7 309 225
	7 016 827

	Net change, %:
	-
	-2.5
	-4.0
	-2.6
	-4.0

	Job Creation, %:
	-
	6.8
	5.5
	6.5
	5.2

	Job Destruction, %:
	-
	9.3
	9.5
	9.1
	9.2

	Reallocation, %:
	-
	16.1
	15.1
	15.6
	14.3

	Excess Reallocation, %:
	-
	13.5
	11.1
	13.0
	10.3


Definitions of variables are in Davis et al. (1996). For each column previous year is a base year.

By comparing Table 2 to Table 3 we can see that during the process of balancing our sample and cleaning it from missing values we changed the distribution of initial variables. T-test of comparing group means in Appendix C shows that there could be a selection bias present in our estimation of flexibility. Still, if we want to decide whether we could have a sample selection bias if we don’t use the establishments which were dropped due to missing values for some years, we could send your to Wooldridge (2002). Wooldridge (2002) states that if the attrition is correlated with fixed effect the problem of sample selection could be neglected. Indeed, we could think of the dropped establishments as those who either exited, or entered, or seized to inform the Ministry of Statistics in some year due to some exogenous productivity shock (positive or negative), and these changes could be well related to some unobserved fixed effect. We have very large cross-sectional differences between our companies and that is why we could assume that there is a strong non-negative fixed effect, present in our sample. Besides, Caballero, Engel and Micco (2004) strongly suggest that we should use balanced rather than unbalanced panel of continuous firms in order to receive results, which have the right sign and are of the right magnitude. The intuition behind this suggestion could be also that we try to estimate the evolution of microeconomic flexibility and it could drastically change our results as long as the fraction of firms with one or two years of non-missing values is large. Due to above mentioned reasons we believe that the reduction and balancing of the sample may not lead us to any substantial bias in estimation.
Table 4 shows us the alternative measures of labor reallocation, gross job flows measures, as we will see sooner in this paper they are strongly correlated with the dynamics of microeconomic flexibility.

Figures 1, 2 and 3 present us with distributions of the main variables of interest in the estimated balanced sample.

Figure 1: The distribution of log of employment, estimated sample, balanced panel
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Figure 2: The distribution of the Gap measure, estimated sample, balanced panel
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Figure 3: The distribution of difference in log of employment (dependent variable in this model), estimated sample, balanced panel
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Chapter 4
Methodology

4.1 Overview

The theoretical framework for estimating the level and dynamics of microeconomic flexibility is based on the partial adjustment hazard model
. We have the probabilistic function

                                                                                                         (1)
Where: 
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and subscript indices i, j, and t stand correspondingly for establishment, sector, and time.
In case 
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=0 we have standard quadratic adjustment model – Caballero (1993).
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 is a microeconomic flexibility estimator. We can think of it as of the speed at which establishments close the gap between the desired level of employment and the actual level of employment in the previous period. If 
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  we solve representative firm’s optimization problem. ​​​​

4.2 Details

According to Caballero, Engel and Micco (2004) and Caballero, Cowan, Engel and Micco (2006) representative establishment has the following output and inverse demand functions:
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Where y, p, e, h, d and, a are respectively output, price, employment, hours worked, demand shocks and productivity, ( - price elasticity of demand. Let 
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Labor market is competitive, firm’s wages function is increasing in the number of hours worked, H.
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Which is approximated by:
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Where w​​​​0 depends on k0 and (, and 
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This functional form shows that optimal number of hours worked does not depend on employment. To have interior solutions we assume 
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The main assumption of the model is that the establishments face adjustment costs only when they change employment level, but not the number of hours worked
. Thus we use the level of employment at every establishment as a proxy for the number of hours worked, the information we don’t possess.

The corresponding to (7) level of static employment target is then:
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where C is constant depending on 
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When adjustment costs are zero, the company’s cash flow R takes its maximum (
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where 
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does not depend on firm’s variables of choice. We set 
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Labor adjustment costs of the representative establishment are assumed to be quadratic, with a stochastic proportionality factor 
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Where K is a constant,
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The maximization problem of the representative establishment at time 
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 is equivalent to:
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Where 
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 is a discount factor.

A corresponding Bellman equation is:
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Where 
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follows a random walk with drift (innovations are distributed by F(u)). To make things simpler, we set the drift equal to zero. A value function for Bellman equation is:
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where A>0, C>0

Substitute  (13) into (12) and minimize over  w to get:
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Rewrite (14) as
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where dynamic employment target, 
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where 
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Then it follows that the representative establishment does not adjust 
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In the last identity we implicitly defined 
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Next, we have to find a proxy for the dynamic employment target 
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This expression is used in Caballero and Engel (1993). But we don’t have the data for hours worked. By the same argument used to derive (22), we express the employment gap in terms of the marginal labor productivity gap:
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with C=const that depends on 
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We can summarize these findings as follows:
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Where:
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 is the marginal productivity of labor, which is estimated as a nominal output per worker multiplied by a labor share on industry level, and assumed to be constant over time
.
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· using the average of wage expenses per worker 
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· using observed average marginal productivities of labor 
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Where:
k - year dummy;
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The equation (25) may not take into account possible variations in labor productivity across establishments. This may bias flexibility downward. Thus we include a moving average of relative productivity 
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Finally we receive our main regression equation of the form:
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We expect 
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 to be positive and lie between 0 and 1, as it is evident from partial adjustment model formulation in (1) that  
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 is the mean of the 
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 variable, which is the probability that Gap realizes within a year.
In this study we will investigate the following hypotheses:

1) The hypothesis of whether small establishments exhibit low flexibility and whether large establishments exhibit high flexibility could be tested by dividing our sample by percentiles  of the number of employees taking such ranges as a base: for small – below 50th percentile of number of employees, for large – above 75th percentile of number of employees.

2) Besides, it would be interesting to test the difference in flexibility by the size of the gap. We could take such ranges as less than 0.25 in absolute value for small gaps and more than 0.25 in absolute value for large ones (all ranges in gaps are in absolute value).

The use of panel data is very beneficial for the purpose of estimation of this as well as for many other economic phenomena.  The fact is that by means of using panel data we can lessen, if not eliminate, the negative impact of the omitted variable bias, which may be correlated with regressors. Thus we may increase the probability of finding not imagined but rather real economic effects according to a model under consideration. Handling omitted variable bias is conducted through the use of different methods of differencing out possible omitted variables.

We should take care of two possible inconsistencies in our estimation:

· heteroskedasticity;
· serial correlation of the errors.

Chapter 5
Estimation results
5.1 Econometric Analysis

We may ask ourselves – is it realistic to do such a research for the panel data sample which consists of only five years? The answer is positive since the authors of the involved methodology have conducted their research on panel data samples of five countries, and two of them (Brazil and Venezuela) had exactly five years time dimension
.

First, we have to define our strategy for specification search. We have panel data and thus two important questions arise: whether we have heteroscedasticity and/or autocorrelation problems. 

To test for heteroscedasticity we used Bickel (1978) version of Breusch-Pagan test. The convenience of this test is that it tests both for within and between heteroscedasticity. First, we estimated the within regression and obtained residuals and predictions. Then we regressed squared residuals on powers of the predictions (we used up to 10th power of the predictions). Under the null-hypothesis of no heteroscedasticity the F-test indicated that we should reject the null. Thus we have heteroscedasticity present in our sample. 

To test for autocorrelation we used test for serial correlation in the idiosyncratic errors of a linear panel-data model discussed by Wooldridge (2002). In relatively large samples this test has good power properties (Drukker 2003). Under null of no serial correlation we received that F(1, 130888)=571.9, which allows us to reject the null. 

So, we have both serial correlation and heteroscedasticity issues in our sample. A simple way to deal with these problems is to estimate our regressions with fixed effects and cluster-robust standard errors (Nichols and Schaffer 2007).  The cluster option of xtreg command in Stata will give us robust standard errors both to arbitrary within-group correlation and heteroskedasticity, while coefficients will remain the same as before the correction for heteroskedasticity and autocorrelation.

Another reason that we used fixed effects framework to estimate our regressions is that during specification search between pooled OLS and fixed effects (F test has showed that we should reject pooled OLS as a specification form), random and fixed effects (on the basis of Hausman test we rejected the hypothesis that individual effects are adequately modeled by random-effects model) we arrived to the conclusion that fixed effects are the most appropriate specification form to do regression analysis of the sample under consideration.

We use predicted values of Gap in establishment i at time t to estimate the flexibility from the following regression:
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Where:
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d​t – is a year dummy;
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5.2 Estimating the value of microeconomic flexibility.

First, we have to estimate φ from equation 25 – the level of substitutability between hours worked and number of employees. According to Table 5 we have that φ = 0.28, which is quite reasonable level, especially if we take into account similar statistics for Latin America countries (0.40) which was estimated by Caballero, Engel and Micco (2004)

Table 5: The estimation of  φ - the level of substitutability between hours worked and number of employees
	
	Estimate

	φ
	0.278***

(0.0091)

	Observations:
	392667


Standard errors are in parenthesis. *p<0.05,**p<0.01,***p<0.001.

As we can see from Table 6 the average level of microeconomic flexibility in Ukraine is high enough, establishments close around 58.7% of the gap within a year. The coefficient is statistically significant at 1% level. 

Table 6: The level of microeconomic flexibility in Ukraine
	
	Estimate

	Gap
	0.5867***

(0.0026)   

	yr2003
	0

(0.0000)

	yr2004
	-0.0292***
(0.0012)

	yr2005

	-.0050***
(0.0015)   

	cons

	-0.0217***
(0.0008)

	Adjusted R-squared:
	0.622

	Observations:
	392667   

	Period:
	2003-2005


Standard errors are in parenthesis. *p<0.05,**p<0.01,***p<0.001.  The regression includes a constant and year dummies for 2003-2005 years. Some year dummies may be missing in the table, because they were dropped by Stata in the process of estimation.
Table 7 reports the results of estimation of regression (27) but conditioned on whether the establishment is large or small. We define small establishments as those whose number of employees was below the median value of lagged logarithm of employment, large establishments as those whose number of employees was above 75th percentile of  lagged logarithm of employment. 
The distribution of small establishments and large establishments is presented on Figure 4 and 5.
Figure 4: The distribution of lagged logarithm of employment, small establishments, 2003-2005
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Figure 5: The distribution of lagged logarithm of employment, large establishments, 2003-2005
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Table 7: Average flexibility estimates by plant size
	Plant Size
	Small
	Large

	Gap
	0.5383***
(0.0032)


	0.5902***

(0.0081)

	yr2003
	-0.0444***

(0.0025)
	0

(0.0000)

	yr2004
	-0.0664***

(0.0023)
	-0.0167***

(0.0017)

	yr2005

	0

(0.0000)
	-0.0237***

(0.0021)

	cons

	-0.0351***

(0.0015)
	0.0126***

(0.0011)

	R-squared:
	0.568
	0.626

	Observations:
	194027
	95429

	Period:
	2003-2005
	2003-2005


Standard errors are in parenthesis. *p<0.05,**p<0.01,***p<0.001. All regressions include constants and year dummies for 2003-2005 years. Some year dummies may be missing in the table, because they were dropped by Stata in the process of estimation.
From Table 7 we see that all our coefficients are statistically significant at 1% level. Small establishments close around 53.8 percent of the gap within a year, while large close around 59.0 percent respectively. The question is whether this difference is statistically significant. Based on the results of independent sample T-test we conclude that the difference is statistically significant (F(  2,130888) =   48.22). Thus the hypothesis that small establishments exhibit lower flexibility than large ones is justified. 

Assuming that labor market regulations are the same for both for large and small establishments, these differences could be explained by the difference in reaction towards shocks not only by hiring or firing workers, but also by changing productivity or wages – besides, small establishments may bear the burden of lower flexibility due to, possibly, thin labor supply of specialists to small establishments. These small firms due to the lower economies of scale may be more reluctant to fire employees as a reaction to negative productivity shocks since they are less confident than large companies that they would be able to find new workers when the market conditions reverse. The same logic may be applied for hiring workers – there may be not enough qualified workers for new jobs in small firms on the market. 

Additionally to splitting our sample by size of the firm, we split it by the size of the gap. The large gap is considered to be taken as larger 0.25 in absolute value, while small gap is that below 0.25 in absolute value. The results of this estimation are presented in Table 8. We see that coefficients are all statistically significant at 1% level. 
Table 8: Average flexibility estimates by plant size and Gap size
	Plant Size
	Small
	Large

	Gap Size
	Small
	Large
	Small
	Large

	Gap:
	0.462***

(0.0127)
	0.530***

(0.0046)
	0.486***
(0.0076)
	0.591***

(0.0160)

	yr2003
	0.00458

(0.0031)
	-0.104***

(0.0060)
	0

(0.0000)
	0

(0.0000)

	yr2004
	-0.0124***

(0.0028)
	-0.118***

(0.0054)
	-0.00334*

(0.0014)
	-0.0434***

(0.0091)

	yr2005

	0

(0.0000)
	0

(0.0000)
	-0.0216***

(0.0016)
	-0.0105

(0.0109)

	cons

	-0.0310***

(0.0017)
	-0.0301***

(0.0035)
	-0.00624***

(0.0009)
	0.0409***

(0.0057)

	R-squared:
	0.123
	0.603
	0.286
	0.659

	Observations:
	82814   
	111213           
	61559          
	33870           

	Period:
	2003-2005
	2003-2005
	2003-2005
	2003-2005


Standard errors are in parenthesis. *p<0.05,**p<0.01,***p<0.001. All regressions include constants and year dummies for 2003-2005 years, which we do not report. Some year dummies may be missing in the table, because they were dropped by Stata in the process of estimation.
Again, it is reasonable to test whether the difference between these coefficients is statistically significant. F-test shows that we reject the null that they are all equal. 

Thus the hypothesis that firms react more promptly to large gaps than to small ones is justified here. There could be some fixed costs which are related to the process of hiring/firing workers. These fixed costs could vary from institutional (trade unions often protest dismissals, so the average cost of firing a worker may be less when the dismissal is large) to technological (sunk costs related to building a new factory may require immediate hiring of workers, than when comparing to the same working factory). Again we can see from Table 8 that these costs are easier to carry for large firms than for small ones. The most reasonable explanation is that large firms have larger economy-of-scale effect than small ones.

5.3 Estimating the evolution of microeconomic flexibility

We try to evaluate how the level of microeconomic flexibility in Ukraine changed over time. Due to some shortness of time period of our sample, we can assess it only for three years: 2003, 2004, and 2005. For this we replace the gap in  (2)  by interactions of gap and year dummies for 2003-2005 years. First of all, we observe that in all columns flexibility slightly rises in 2004 and then falls in 2005. We cannot tell the exact reason for this (it could be either some cyclicity or some structural changes that drive this change). We also control for increasing hazard by including interaction of gap and dummy variable for |gap|>0.25.  
Table 9: Evolution of flexibility: Ukraine, 2003-2005

	Hazard
	Constant
	Increasing
	Increasing and asymmetric

	Plant size
	all
	small
	large
	all
	small
	large
	all
	small
	large

	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	Gap03
	0.593***

(0.0042)
	0.570***

(0.0055)
	0.673***

(0.0113)
	0.473***

(0.0063)
	0.484***
(0.0107)
	0.546***

(0.0119)
	0.680***

(0.0131)
	0.490***

(0.0192)
	0.778***

(0.0209)

	Gap04
	0.625***

(0.0039)
	0.601***

(0.0049)
	0.625***

(0.0105)
	0.503***

(0.0062)
	0.514***

(0.0106)
	0.498***

(0.0115)
	0.706***

(0.0131)
	0.519***

(0.0191)
	0.735***

(0.0216)

	Gap05
	0.546***

(0.0043)
	0.440***
(0.0053)
	0.425***

(0.0132)
	0.423***

(0.0063)
	0.352***

(0.0106)
	0.309***

(0.0118)
	0.612***

(0.0136)
	0.354***

(0.0195)
	0.581***

(0.0248)

	Dum[|gap|>0.25]
	
	
	
	-0.011***      (0.0014)
	-0.030***

(0.0022)
	0.022***

(0.0025)
	0.012***

(0.0024)
	0.025***

(0.0034)
	-0.025***

(0.0051)

	Dum[|gap|>0.25]*Gap
	
	
	
	0.123***

(0.0059)
	0.086***

(0.0103)
	0.132***

(0.0104)
	-0.119***

(0.0087)
	-0.038**

(0.0144)
	0.003

(0.0131)

	Dum[gap<-0.05]
	
	
	
	
	
	
	0.092***

(0.0032)
	0.043***

(0.0047)
	0.044***

(0.0061)

	Dum[gap<-0.05]*Gap
	
	
	
	
	
	
	0.153***

(0.0095)
	0.243***

(0.0120)
	-0.205***

(0.0280)

	yr2003
	0

(0.0000)
	-0.0253***
(0.0025)
	0

(0.0000)
	0

(0.0000)
	-0.0245***
(0.0025)
	0

(0.0000)
	0

(0.0000)
	0

(0.0000)
	0

(0.0000)

	yr2004
	-0.0280***

(0.0012)
	-0.0460***
(0.0023)
	-0.0164***
(0.0017)
	-0.0280***
(0.0012)
	-0.0449***
(0.0023)
	-0.0169***
(0.0017)
	-0.0278***
(0.0012)
	-0.0219***
(0.0025)
	-0.0162***
(0.0017)

	yr2005


	-0.0112***

(0.0015)
	0

(0.0000)
	-0.0340***
(0.0022)
	-0.0119***
(0.0015)
	0

(0.0000)
	-0.0335***
(0.0022)
	-0.0141***
(0.0015)
	-0.0423***
(0.0023)
	-0.0311***
(0.0022)

	cons


	-0.0215***

(0.0008)
	-0.0529***
(0.0015)
	0.0135***
(0.0011)
	-0.0161***
(0.0010)
	-0.0366***      (0.0019)
	0.00468**
(0.0015)
	-0.0388***
(0.0018)
	-0.0352***
(0.0028)
	-0.0257***
(0.0030)

	R-sq:
	0.624
	0.576
	0.645
	0.624
	0.577
	0.648
	0.630
	0.585
	0.657

	Obs:
	392667
	194027
	95429
	392667
	194027
	95429
	392667
	194027
	95429


Standard errors are in parenthesis. *p<0.05,**p<0.01,***p<0.001. All regressions include constants and year dummies for 2003-2005 years. Some year dummies may be missing in the table, because they were dropped by Stata in the process of estimation. Gap03-05 are interactions of year dummies and the gap.
As we can see from column 7, the impact of increasing hazard is more pronounced for large establishments, their flexibility is higher by 0.154 , while for small establishments it is higher only by 0.056 (column 5). As we mentioned earlier, small establishments may react to large gaps more slowly since there may be fixed (sunk) costs connected with realization of the gap. If we look at the impact of asymmetry in shocks, then we can see that large establishments are less reluctant to close negative gaps than small ones. 

To understand why it is so, let’s interact Gap03, Gap04, Gap05 from Table 9 with the dummy variable for negative gaps Dum[gap<-0.05]. We then receive results in Table 10. We can see that the decline in average flexibility in Ukraine in 2003-2005 years may be explained by the fact that the speed of adjustment of employment declined mostly for negative gaps (0.670-0.813=-0.143), while it even slightly increased for positive gaps (0.681-0.664=0.017). As we can see from Figures 10 and 11, the fraction of extreme negative gaps has increased and the fraction of extreme positive gaps has decreased during 2003-2005. That is why the absolute and relative impact of increase in the fraction of negative gaps may have contributed to the overall decline in microeconomic flexibility in Ukraine and in particular to the decline in speed of adjustment of large establishments to negative shocks. 

Large establishments may have larger economy-of-scale effect but still they may face considerable job security regulation measures and be less able to close negative gaps fast by means of dismissals. Besides, if large establishments feel that the pressure of job security regulation would persist over time or even increase, they may become more reluctant to hire enough workers as a response to a positive shock – if economic situation changes again you would have to fire these workers again. Simply speaking, it is easier for small establishments to fire workers due to negative productivity shocks, while it is easier for large establishments to hire workers due to positive productivity shocks, but during 2003-2005 something happened which pushed the speed of adjustment downwards for both categories of establishments. One of the direct reasons was mentioned earlier in this section – the increase in the fraction of extreme negative gaps relatively to the fraction of extreme positive gaps. Some exogenous negative productivity shock may have contributed to this shift in distribution of the gap.
Table 10: Evolution of flexibility, decomposed by the sign of the gap: 
Ukraine, 2003-2005

	Flexibility with respect to
	Negative Gaps

	Plant size
	all
	small
	large

	1
	2
	3
	4

	Gap03* Dum[gap<-0.05]
	0.813***

(0.0065)
	0.767***

(0.0081)
	0.754***

(0.0202)

	Gap04* Dum[gap<-0.05]
	0.837***

(0.0065)
	0.786***

(0.0076)
	0.717***
(0.0192)

	Gap05* Dum[gap<-0.05]
	0.670***

(0.0060)
	0.519***

(0.0078)
	0.479***

(0.0236)

	Dum[gap<-0.05]
	-0.0641***
(0.0021)
	-0.0935***

(0.0032)
	-0.0518***
(0.0045)

	yr2003
	0

(0.0000)
	0.0347***
(0.0031)
	0

(0.0000)

	yr2004
	-0.0193***
(0.0018)
	0.0210***
(0.0030)
	-0.0251***
(0.0034)

	yr2005


	-0.0472***
(0.0021)
	0

(0.0000)
	-0.0965***
(0.0041)

	cons


	0.154***
(0.0014)
	0.0879***
(0.0023)
	0.150***
(0.0026)

	R-sq:
	0.516
	0.524
	0.325

	Obs:
	392667
	194027
	95429

	Flexibility with respect to
	Positive gaps

	Plant size
	all
	small
	large

	1
	2
	3
	4

	Gap03* Dum[gap>-0.05]
	0.664***

(0.0091)
	0.524***

(0.0106)
	0.828***
(0.0162)

	Gap04* Dum[gap>-0.05]
	0.721***
(0.0088)
	0.608***
(0.0106)
	0.769***
(0.0163)

	Gap05* Dum[gap>-0.05]
	0.681***
(0.0099)
	0.532***
(0.0139)
	0.593***
(0.0250)

	Dum[gap>-0.05]
	0.210***
(0.0021)
	0.271***
(0.0032)
	0.100***
(0.0027)

	yr2003
	0

(0.0000)
	-0.0455***
(0.0035)
	0

(0.0000)

	yr2004
	-0.0446***
(0.0021)
	-0.0815***
(0.0034)
	-0.0104***
(0.0026)

	yr2005


	-0.0301***
(0.0023)
	0

(0.0000)
	-0.00460
(0.0029)

	cons


	-0.267***
(0.0016)
	-0.326***
(0.0023)
	-0.152***
(0.0023)

	R-sq:
	0.407
	0.363
	0.558

	Obs:
	392667
	194027
	95429


Standard errors are in parenthesis. *p<0.05,**p<0.01,***p<0.001. All regressions include constants and year dummies for 2003-2005 years. Some year dummies may be missing in the table, because they were dropped by Stata in the process of estimation.
If we compare the dynamics of microeconomic flexibility (Figures 6,7,8) with that of excess labor reallocation measure (Figure 9), we can see that they are highly correlated (correlation coefficient is around 0.94). Of course, we should be very cautious about any conclusions concerning their correlation, since we compare values for only three years. Still, in this case this correlation may serve an approximate robustness check for the plausibility of our microeconomic flexibility estimation results. 
5.4 Estimating the level of microeconomic flexibility by industries
In this section we will take from Table 12 those industries, which have more than 50 observations in our sample and estimate the level and evolution of microeconomic flexibility in each industry. 

We present the results obtained for the level of microeconomic flexibility for different industries in Ukraine in Table 11. Most coefficients are significant at 1% level. The largest flexibilities (larger than 0.7, marked as dark-grey cells in the Table 11) are in next industries: agriculture, hunting; coal mining; food; textile; leather and shoes; paperwork; power, gas, and water production. The lowest flexibilities (lower than 0.5, marked as light-grey cells in the Table 11) are in following industries: hydrocarbon extraction; coke, oil refining, and nuclear fuel; precision instruments; air transportation; finance intermediaries; insurance; auxiliary finance and insurance industry; real estate industry. 
As was already mentioned in one of the previous sections, the reason behind these differences could be the difference in quality of workforce. The industries which need employees with small qualification (agriculture, coal mining, food, textile etc.) have larger flexibilities due to the abundance of nonqualified workforce in the labor market. They can close the gap between the desired level of employment and actual level of employment very quickly. From the other side lie industries which need employees with high qualification (oil refining, nuclear fuel, precision instruments, air transportation, financial services etc.). Their speed of adjustment is lower than flexibility of industries with low-qualified workforce. If they find themselves in a position to close a positive gap they may find it difficult to hire professional and competitive employees, while in the case of a negative gap they may be reluctant to dismiss employees, due to possible uncertainties in the future (they may find it difficult to hire them again when the gap becomes positive again).

Table 11: Levels of microeconomic flexibility by industry
	
	Estimate
	
	Estimate
	
	Estimate

	yr3
	0
	gapd26
	0.678***
	gapd62
	0.468***

	
	(0)
	
	(-0.0229)
	
	(-0.0578)

	yr4
	-0.0253***
	gapd27
	0.693***
	gapd63
	0.527***

	
	(-0.0012)
	
	(-0.0486)
	
	(-0.0181)

	yr5
	-0.0174***
	gapd28
	0.674***
	gapd64
	0.613***

	
	(-0.0015)
	
	(-0.0259)
	
	(-0.0374)

	gapd1
	0.705***
	gapd29
	0.597***
	gapd65
	0.406***

	
	(-0.0078)
	
	(-0.0177)
	
	(-0.0434)

	gapd2
	0.564***
	gapd30
	0.596***
	gapd66
	0.400***

	
	(-0.0702)
	
	(-0.0627)
	
	(-0.0568)

	gapd5
	0.658***
	gapd31
	0.618***
	gapd67
	0.326***

	
	(-0.0581)
	
	(-0.0226)
	
	(-0.0313)

	gapd10
	0.772***
	gapd32
	0.631***
	gapd70
	0.358***

	
	(-0.0513)
	
	(-0.0362)
	
	(-0.0075)

	gapd11
	0.374*
	gapd33
	0.321***
	gapd71
	0.604***

	
	(-0.1767)
	
	(-0.0273)
	
	(-0.0249)

	gapd13
	0.504***
	gapd34
	0.636***
	gapd72
	0.583***

	
	(-0.1285)
	
	(-0.0862)
	
	(-0.0191)

	gapd14
	0.650***
	gapd35
	0.644***
	gapd73
	0.514***

	
	(-0.0433)
	
	(-0.0416)
	
	(-0.0191)

	gapd15
	0.713***
	gapd36
	0.649***
	gapd74
	0.693***

	
	(-0.0147)
	
	(-0.0249)
	
	(-0.0082)

	gapd16
	0.644***
	gapd37
	0.651***
	gapd75
	0.655***

	
	(-0.1787)
	
	(-0.0661)
	
	(-0.0748)

	gapd17
	0.714***
	gapd40
	0.704***
	gapd80
	0.539***

	
	(-0.0295)
	
	(-0.0608)
	
	(-0.0241)

	gapd18
	0.604***
	gapd41
	0.674***
	gapd85
	0.693***

	
	(-0.0248)
	
	(-0.042)
	
	(-0.0255)

	gapd19
	0.738***
	gapd45
	0.643***
	gapd90
	0.588***

	
	(-0.0288)
	
	(-0.0079)
	
	(-0.0443)

	gapd20
	0.623***
	gapd50
	0.647***
	gapd91
	0.446

	
	(-0.016)
	
	(-0.0154)
	
	(-0.3199)

	gapd21
	0.704***
	gapd51
	0.577***
	gapd92
	0.641***

	
	(-0.0378)
	
	(-0.0058)
	
	(-0.019)

	gapd22
	0.679***
	gapd52
	0.686***
	gapd93
	0.484***

	
	(-0.0161)
	
	(-0.0073)
	
	(-0.0194)

	gapd23
	0.276*
	gapd55
	0.631***
	_cons
	-0.0155***

	
	(-0.1115)
	
	(-0.012)
	
	(-0.0008)

	gapd24
	0.641***
	gapd60
	0.606***
	adj. R-sq
	0.644

	
	(-0.0389)
	
	(-0.0173)
	N
	392667

	gapd25
	0.662***
	gapd61
	0.578***
	
	

	
	(-0.0377)
	
	(-0.0795)
	
	


Standard errors are in parenthesis. *p<0.05,**p<0.01,***p<0.001. “gapd*” coefficients correspond to interaction terms between dummy  for industry and Gap measure. Numerical subscripts after “gapd” correspond to KVED2 column of Table 12 in Appendix B. All coefficients are results of one regression. 
Chapter 6

Policy implications
Microeconomic flexibility is an important factor of efficient labor reallocation. The fact that it declines is worrisome to the degree that it is not cyclical fluctuations that cause this decline. It was shown in Caballero, Engel and Micco (2004) that the decline in microeconomic flexibility can lead to a decline in TFP growth. 

Still, it was shown in Caballero, Cowan, Engel and Micco (2006) that microeconomic flexibility could be decomposed into structural and institutional components. The possible implications for Ukrainian policy makers is that they can review the possibility of increasing microeconomic flexibility through the mechanism of decreasing legal protection against dismissal. This could be an unpopular measure, but economically efficient, as it could increase the speed of adjustment of microeconomic agents to productivity shocks of different nature and thus could result in increase in TFP growth.

Chapter 7
Conclusions
This thesis paper was a first attempt to estimate the level and dynamics of microeconomic flexibility in Ukraine. We can summarize its findings as follows.

 It was shown that the level of microeconomic flexibility in Ukraine is high enough, but that it has declined over 2003-2005 years. The reason for this decline was some exogenous negative productivity shock, which forced the decline in marginal productivity of labor and the decrease in microeconomic flexibility. 
In our sample the fraction of extreme negative gaps increases toward the end of the period under consideration, and the decline in path of flexibility is more subject to these negative gaps. This shift in distribution of the gaps could be one of the main reasons standing behind the decrease in microeconomic flexibility in Ukraine
The hypothesis that larger establishments exhibit higher microeconomic flexibility than small ones was tested and it was shown that, indeed, in our sample we can observe such situation.
Besides, it was tested whether there is an increasing hazard in economy of Ukraine (whether establishments react more promptly to larger productivity shocks than to small ones). It was shown that an increasing hazard as a feature of economic agent which has some fixed costs of adjustment is present in Ukraine like in other countries.

The levels of microeconomic flexibility of different industries were assessed. Industries which require more qualified job force were shown to exhibit lower flexibility than those which use mainly nonqualified job force. There may be a lack of qualified job force in the labor market which slows down the speed of adjustment of the former establishments due to their uncertainties about the nature of future shocks. While the latter are able to adjust almost instantaneously.
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Appendix A

Figure 6: Evolution of flexibility, constant hazard: Ukraine, 2003-2005
Values on the figure are demeaned values of speed of adjustment for each category of establishments.

Figure 7: Evolution of flexibility, increasing hazard: Ukraine, 2003-2005 

Values on the figure  are demeaned values of speed of adjustment for each category of establishments.

Figure 8: Evolution of flexibility, increasing and asymmetric hazard: Ukraine, 2003-2005

Values on the figure are demeaned values of speed of adjustment for each category of establishments.

Figure 9: Demeaned gross job flows measures, 2002-2005
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Definitions of variables are in Davis et al. (1996). 

Figure 10: Fraction of extreme negative gaps, 2003-2005
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Figure 11: Fraction of extreme positive gaps, 2003-2005
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Appendix B

Table 12: Sample decomposition by industry classification in Ukraine
	KVED2
	Frequency
	Percent
	Cumulative
	Industry

	1
	50523
	7.72
	7.72
	agriculture, hunting

	2
	1837
	0.28
	8.00
	forestry

	5
	1157
	0.18
	8.18
	fishery

	10
	469
	0.07
	8.25
	coal mining

	11
	135
	0.02
	8.27
	hydrocarbon extraction

	12
	6
	0.00
	8.27
	uranium ore extraction

	13
	89
	0.01
	8.28
	metal mining

	14
	1555
	0.24
	8.52
	other mining

	15
	20046
	3.06
	11.58
	food

	16
	95
	0.01
	11.60
	tobacco

	17
	2521
	0.39
	11.98
	textile

	18
	7113
	1.09
	13.07
	ready-made clothes

	19
	1670
	0.26
	13.33
	leather and shoes

	20
	8315
	1.27
	14.60
	woodworking

	21
	1235
	0.19
	14.79
	paperwork

	22
	14208
	2.17
	16.96
	publishing

	23
	350
	0.05
	17.01
	coke, oil refining, and nuclear fuel

	24
	3829
	0.59
	17.60
	chemical

	25
	4186
	0.64
	18.24
	rubber and plastic

	26
	7272
	1.11
	19.35
	other mineral products

	27
	1161
	0.18
	19.52
	metallurgy

	28
	7232
	1.11
	20.63
	metal working industry

	29
	13342
	2.04
	22.67
	mechanical engineering

	30
	1319
	0.20
	22.87
	office materials and computer

	31
	5597
	0.86
	23.72
	electrical machines and equipment

	32
	2100
	0.32
	24.05
	communications equipment

	33
	3691
	0.56
	24.61
	precision instruments

	34
	1165
	0.18
	24.79
	vehicle production

	35
	1625
	0.25
	25.04
	other transportation equipment

	36
	5410
	0.83
	25.86
	furniture

	37
	1669
	0.26
	26.12
	waste processing

	40
	2859
	0.44
	26.55
	power, gas, and water production

	41
	2631
	0.40
	26.96
	water purification and distribution

	45
	55388
	8.46
	35.42
	construction

	50
	17091
	2.61
	38.03
	vehicle trade and repair

	51
	126616
	19.35
	57.38
	wholesale

	52
	74117
	11.33
	68.70
	retail trade

	55
	23256
	3.55
	72.26
	hotel, café, restaurant

	60
	15072
	2.30
	74.56
	land transportation

	61
	387
	0.06
	74.62
	water transportation

	62
	286
	0.04
	74.66
	air transportation

	63
	11621
	1.78
	76.44
	auxiliary transportation industry

	64
	3444
	0.53
	76.96
	post and communication

	65
	1610
	0.25
	77.21
	finance intermediaries

	66
	1241
	0.19
	77.40
	insurance

	67
	3304
	0.50
	77.90
	auxiliary finance and insurance industry

	70
	38306
	5.85
	83.76
	real estate industry

	71
	3967
	0.61
	84.36
	lease industry

	72
	10585
	1.62
	85.98
	information processing industry

	73
	10669
	1.63
	87.61
	research and development

	74
	42340
	6.47
	94.08
	services for legal persons

	75
	484
	0.07
	94.16
	public administration

	80
	6221
	0.95
	95.11
	education

	85
	7361
	1.12
	96.23
	health care

	90
	3184
	0.49
	96.72
	sanitary disposal and waste processing

	91
	145
	0.02
	96.74
	public activities

	92
	8203
	1.25
	97.99
	recreation and entertainment

	93
	13121
	2.00
	100.00
	individual services

	95
	13
	0.00
	100.00
	char services

	99
	1
	0.00
	100.00
	exterritorial activities

	Total
	654445
	100
	
	


APPENDIX C
set mem 500m

cd "c:\Thesis\Data\Very Old\"

use "C:\Thesis\Data\Very Old\main3.dta", clear

rename empl empl2

rename output output2

rename wagebill1 wagebill2

save "C:\Thesis\Data\Very Old\main3.dta", replace

use "C:\Thesis\Data\Very Old\suhar.dta", clear

merge using main3

ren output output1

ren empl empl1

gen wagebill1= wagecost+soccost

gen ln_empl1=log(empl1)

gen ln_empl2=log(empl2)

gen ln_wagebill1=log(wagebill1)

gen ln_wagebill2=log(wagebill2)

ttest wagebill2=wagebill1, level(95) unpaired

Two-sample t test with equal variances

------------------------------------------------------------------------------

Variable |     Obs        Mean    Std. Err.   Std. Dev.   [95% Conf. Interval]

---------+--------------------------------------------------------------------

wagebi~2 |  654445    473.6421    12.43313    10058.13    449.2735    498.0106

wagebi~1 | 1487574    258.9179     5.64843    6889.172    247.8472    269.9887

---------+--------------------------------------------------------------------

combined | 2142019     324.522    5.460934    7992.425    313.8188    335.2252

---------+--------------------------------------------------------------------

    diff |            214.7242    11.85444                191.4899    237.9585

------------------------------------------------------------------------------

    diff = mean(wagebill2) - mean(wagebill1)                      t =  18.1134

Ho: diff = 0                                     degrees of freedom =  2.1e+06

    Ha: diff < 0                 Ha: diff != 0                 Ha: diff > 0

 Pr(T < t) = 1.0000         Pr(|T| > |t|) = 0.0000          Pr(T > t) = 0.0000

. ttest  output2= output1, level(95) unpaired

Two-sample t test with equal variances

------------------------------------------------------------------------------

Variable |     Obs        Mean    Std. Err.   Std. Dev.   [95% Conf. Interval]

---------+--------------------------------------------------------------------

 output2 |  654445    5358.261    165.4881    133876.2     5033.91    5682.612

 output1 | 1616537    3913.771    77.18807    98139.31    3762.485    4065.057

---------+--------------------------------------------------------------------

combined | 2270982     4330.04    72.75561    109641.1    4187.442    4472.639

---------+--------------------------------------------------------------------

    diff |             1444.49    160.6361                1129.649    1759.331

------------------------------------------------------------------------------

    diff = mean(output2) - mean(output1)                          t =   8.9923

Ho: diff = 0                                     degrees of freedom =  2.3e+06

    Ha: diff < 0                 Ha: diff != 0                 Ha: diff > 0

 Pr(T < t) = 1.0000         Pr(|T| > |t|) = 0.0000          Pr(T > t) = 0.0000

. ttest   empl2= empl1, level(95) unpaired

Two-sample t test with equal variances

------------------------------------------------------------------------------

Variable |     Obs        Mean    Std. Err.   Std. Dev.   [95% Conf. Interval]

---------+--------------------------------------------------------------------

   empl2 |  654445    57.55036    .9368676     757.905    55.71413    59.38659

   empl1 | 1416314    44.18359    .4682436    557.2519    43.26585    45.10133

---------+--------------------------------------------------------------------

combined | 2070759    48.40804    .4361801    627.6689    47.55314    49.26294

---------+--------------------------------------------------------------------

    diff |            13.36677    .9381189                11.52809    15.20545

------------------------------------------------------------------------------

    diff = mean(empl2) - mean(empl1)                              t =  14.2485

Ho: diff = 0                                     degrees of freedom =  2.1e+06

    Ha: diff < 0                 Ha: diff != 0                 Ha: diff > 0

 Pr(T < t) = 1.0000         Pr(|T| > |t|) = 0.0000          Pr(T > t) = 0.0000

. ttest    ln_wagebill2= ln_wagebill1, level(95) unpaired

Two-sample t test with equal variances

------------------------------------------------------------------------------

Variable |     Obs        Mean    Std. Err.   Std. Dev.   [95% Conf. Interval]

---------+--------------------------------------------------------------------

ln_wag~2 |  654445    3.726131    .0022773    1.842325    3.721667    3.730594

ln_wag~1 | 1202920    3.214589    .0017655    1.936311    3.211129     3.21805

---------+--------------------------------------------------------------------

combined | 1857365    3.394832    .0014083    1.919343    3.392071    3.397592

---------+--------------------------------------------------------------------

    diff |            .5115414    .0029241                .5058102    .5172726

------------------------------------------------------------------------------

    diff = mean(ln_wagebill2) - mean(ln_wagebill1)                t = 174.9375

Ho: diff = 0                                     degrees of freedom =  1.9e+06

    Ha: diff < 0                 Ha: diff != 0                 Ha: diff > 0

 Pr(T < t) = 1.0000         Pr(|T| > |t|) = 0.0000          Pr(T > t) = 0.0000

. ttest  ln_empl2= ln_empl1, level(95) unpaired

Two-sample t test with equal variances

------------------------------------------------------------------------------

Variable |     Obs        Mean    Std. Err.   Std. Dev.   [95% Conf. Interval]

---------+--------------------------------------------------------------------

ln_empl2 |  654445    2.496112    .0018036    1.459054    2.492577    2.499647

ln_empl1 | 1402624    2.080104    .0012962    1.535125    2.077564    2.082645

---------+--------------------------------------------------------------------

combined | 2057069    2.212455    .0010624    1.523708    2.210373    2.214537

---------+--------------------------------------------------------------------

    diff |            .4160079    .0022625                .4115736    .4204422

------------------------------------------------------------------------------

    diff = mean(ln_empl2) - mean(ln_empl1)                        t = 183.8749

Ho: diff = 0                                     degrees of freedom =  2.1e+06

    Ha: diff < 0                 Ha: diff != 0                 Ha: diff > 0

 Pr(T < t) = 1.0000         Pr(|T| > |t|) = 0.0000          Pr(T > t) = 0.0000
� EMBED Equation.3 ���
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� Caballero, Engel and Micco (2004) have developed relevant methodology and conducted empirical research of microeconomic flexibility on the sample of Latin America countries. The methodology was further developed in order to decompose microeconomic flexibility, and the research was conducted on larger sample of countries in Caballero, Cowan, Engel and Micco (2004).


� The mean value of � EMBED Equation.3  ��� captures the level of microeconomic flexibility in the economy


� See Caballero R. and E. Engel. 1993


� Caballero, Engel and Micco (2004) and Caballero, Cowan, Engel and Micco (2006) use a partial adjustment hazard model presented in Caballero and Engel (1993) as a starting point to derive a framework which is used in this thesis paper.


� See Chapter 4.2 for more information.


� According to ukrstat.gov.ua official labor force in Ukraine was around 18-19 mln workers. in 2001-2005 years, while our sample covers 7-8 mln. workers.


� Variable derived from employment, wage bill, and output, see formula (25)


� Main independent variable, see Chapter 4 for derivation


� See Caballero and Engel (1993), Caballero, Engel and Micco (2004), and Caballero, Cowan, Engel and Micco (2006).


� See Shapiro (1986) and Sargent (1978) for evidence.


� We use “naive” calculation of industry-level labor share approximated by an expression: Sum of employee compensation in industry j/Sum of nominal output in industry j. We calculate this ratio for each industry in each year and calculate its weighed average over 2001-2005 within each industry, using sum of nominal output in all industries in each year as weights. 


� In this thesis paper we use the second variant of  proxy for marginal cost of labor (based on productivities), since it was shown in Caballero, Engel and Micco (2004) that the first variant of proxy for marginal cost of labor (based on wages) exhibits similar results.


� See Caballero, Engel and Micco (2004)


� See Caballero, Engel and Micco (2004) for evidence of the positive correlation between the microeconomic flexibility and TFP growth.


� See Caballero, Engel and Micco (2004) for evidence on some Latin America countries, and Caballero, Cowan, Engel and Micco (2006) for evidence on sample of 60 world economies.
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