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Abstract

LIFE-CYCLE MODEL OF LABOR SUPPLY IN UKRAINE: ESTIMATING WAGE ELASTICITIES
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Head of the State Examination Committee: Mr. Serhiy Korablin,

Economist, National Bank of Ukraine

Our paper investigates labor supply decisions in Ukraine. We estimate intertemporal wage elasticities at the extensive and intensive margins, separating individuals by sex and marital status. We utilize the three-stage procedure, where we account for sample selection, wage endogeneity, and obtain consistent estimates of employment and labor supply elasticities. Our results suggest that individuals in Ukraine are not flexible in their decisions about hours of work supplied. Instead, they respond to wage changes at the extensive margin – take a decision whether to participate in the labor market or not. Intertemporal wage elasticities are found to be significantly different across different group of individuals. Our findings are similar to other empirical results in the literature, suggesting that adjustment in the labor market happens mainly at the extensive margin due to institutional constraints on labor supply.
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Chapter 1

INTRODUCTION
There is a great interest in the economic thought about how wage changes influence hours of work supplied. The answer would be instrumental in many fields. At macro level the intertemporal substitution of labor is one of the central concepts used by the Real Business Cycles School. Equilibrium business cycle models conclude: households increase the labor supply in the future if they are expecting the increase in the real wage, the same concerns the interest rate – increase in interest rate increases the labor supply. However, several empirical studies suggest that labor supply is not that responsive to changes in real wage and to changes in real interest rate - expected changes in the real wage only lead to small changes in hours worked. 

For every individual it is always better to consume relatively equal portions of goods during the life than to have unexpected jumps in earnings and wealth. Thus, individuals try to smooth their consumption and earnings over the years. In order to manage the life-cycle consumption, they adjust their decisions about hours of work supplied to the market at different periods of life. They use all available current information and future expectations – about family composition, educational achievements, and wage path. Therefore, it is difficult to capture all rational responses of a person with the static model only, and the life-cycle model allows estimating the responses within as well as between periods of life. 

Despite the fact that there exist a great number of models of different types and different estimation techniques, there is still little agreement about the magnitude, and even about the sign of the wage effect on labor supply. If intertemporal wage elasticity is positive and significant, cyclical movements in labor supply  in the economy can be explained by upward and downward movements in real wage rates during business cycles. Therefore, precise estimates of the labor supply elasticity will make our considerations about movements in aggregate labor supply more subject-oriented and specific.

In our research we will use the long period data sample for 5 years, obtained from Ukrainian Longitudinal Monitoring Survey (ULMS). Also we will introduce certain region-level data like unemployment rate, industry structure, and use those variables to instrument wages. And we will estimate intertemporal wage elasticities at the extensive and intensive margins by sex and marital status. Our aim is to check the sign and the magnitude along with the significance of hours’ and participation decision responsiveness to changes in wages. We will separate the effects by gender and marital status and will compare differences in the estimates between the groups.
The paper is organized as follows. Chapter 2 outlines the main findings in the literature on the life-cycle model of labor supply. Chapter 3 describes empirical model and methodology. Chapter 4 contains description of the data, presents the findings followed by the discussion of the results. Finally, Chapter 5 focuses on conclusions and policy implications.
Chapter 2

LITERATURE REVIEW

This section gives a general overview of the literature on life-cycle models of labor supply. Overview is organized in the following way. First, it is important to distinguish the main features of the life-cycle model of labor supply and present the dynamic setup of the model. Then, the development and interpretation of the model in macro and microeconomics is discussed. Next, we focus on empirical models, estimation results and problems, and methodology developed by researchers.

The simplest labor supply models are static. Although they provide us with the general understanding of the framework, they are often incomplete. Usually a person makes decisions about labor supply in a multiperiod framework. Thus, if decisions of a person about labor supply include any intertemporal considerations, we cannot use the static model – it gives us inconsistent results. As MaCurdy and Blundell (1999) mentioned, static labor supply models often confuse the movements along the individual wage profile with the shifts of the entire wage-age profile.

The life-cycle model of labor supply describes decisions of a person who responds to the observed changes in real wages by adjusting hours of work supplied, allowing for substitution within as well as between periods of life. Individuals supply hours of work to the market during their life. However, at different ages they make different decisions: accumulate human capital at the early age, then accumulate wealth, create a family, and contribute to the retirement period. The person considers own life-time horizon – expected wages, expected wealth, family and personal characteristics – and adjusts the working hours between periods of time accordingly (can work more in one period, but less in the other). All past and future information contributes to this decision. Thus, the assumption of the perfect foresight is crucial to the model.

We have to admit that this assumption has been widely criticized, and the main critique has been developed by David Card (1990). Estimating the labor supply model for prime-age men he concludes that the life-cycle model cannot explain all aspects of labor supply, mainly due to the false assumption of perfect foresight. The author also mentions that the life-cycle model does not pay much attention to unexpected wage changes, which themselves influence future expectations.

Although the life-cycle model of labor supply is popular in microeconomic studies, it has been developed in macro field by Lucas and Rapping in their 1969 paper where they modeled unemployment (Kimmel and Kniesner, 1998). Lucas and Rapping conclude that employment status and hours of work vary during the economic cycles. The reason for this variation is the following: if workers observe relatively low wages they will increase their leisure and decrease the hours of work supplied to the market and will participate more in non-market activities (increase in home-production). However, if real wages are relatively high, workers will decrease their leisure and will supply more hours of work. Thus, a variation in hours of work supplied can explain the changes in the production in the economy during the business cycles.

For empirical real business cycle models relatively elastic labor supply is the core element. Accordingly, several empirical studies have been conducted in order to estimate the responsiveness of labor supply to changes in wages and to check the predictions of the RBC model using different data for different periods (Hedrick, 1973). The results suggest that labor supply does not respond that much to changes in real wages - expected changes in the real wage only lead to small changes in hours worked. Estimates of the intertemporal labor supply elasticity fall in the range between 0 and 0.5 (Blundell and MaCurdy, 1999). However, estimating the labor supply model using aggregated economy-wide data cannot avoid the aggregation bias (Kimmel and Kniesner, 1998).   In the real business cycle model the aggregated economy-wide labor supply function is estimated: workers who move into the labor force, who exited labor force, and who remained in the labor force are included. But it is natural to expect that those individuals who enter the labor market might be driven by different factors compared to those, who adjust their hours of work observing change in wages. Generally, we can interpret the labor supply parameters estimated with the economy-wide averages as a simple sum of individual labor supply functions, but under very restrictive assumptions. 

Estimation of labor supply models has for the last thirty years been on the front line of empirical microeconomics. There are two reasons for such an intensive interest. The first one is rather trivial – almost all household and individual surveys in economics collect information about employment. Thus, there exists huge amount of data for estimating such type of models. Second, labor supply models help to evaluate the consequences of wide range of public policies: change in taxation, minimum wages, unemployment programs etc. During recent years we have observed considerable changes in employment pattern. Blundell and MaCurdy (1999) describe some key features for the employment trends: decline in participation ratio, increase in the working hours per week, especially for women, increase in hourly earnings for educated individuals, and decrease in hourly earnings for non-educated. We can admit that governmental policies in the field of employment are mainly devoted to increases in participation in the labor force. These and other changes in the employment pattern alone with the high interest of authorities in the labor markets contributed to the increased attention to the labor supply models.

While labor supply is clearly a life-cycle decision, only one-period static models have been considered before MaCurdy (1981). He established the life-cycle model in the field of microeconomics and developed a theoretical framework, clearly distinguishing between different elasticities. MaCurdy (1981) considers behavior of labor supply over the life-cycle. As person ages, he or she adjusts hours of work in response to wages observed at each point of lifetime. These adjustments represent person’s response to evolutionary change in wages – positive response in case of wage increase and negative due to decrease in wages. Since MaCurdy assumes perfect foresight, all changes in wages are already known (anticipated) to the person at the beginning of the life-cycle. Thus, we observe only a substitution effect of wage changes and no income effect, because we hold the life-cycle marginal utility constant. This elasticity associated with the evolutionary changes in wage is called intertemporal, or anticipated. The theoretical prediction is that this elasticity has a positive sign.

Generally, the more elastic the supply of labor is the more important is the role of labor supply in applied research. However, the empirical results are different and in general ambiguous. There is little agreement among economists about the value of the elasticity that should be used in economic policy analysis. The recent paper by Evers et al. (2006) performs a meta-analysis of empirical estimates of labor supply elasticities. Authors provide us with the evidence of great variation in estimation results and an equally large variation in approaches to estimate the wage elasticity.

While estimating the life-cycle models, researchers are trying to cope with several problems and developed extensive methodology for that. The first problem relates to the issue of non-participation in the labor market. An important theoretical distinction has been made between extensive and intensive margins for labor supply (Heckman 1993). Extensive margin considers labor-force participation choices, while choices at the intensive margin are the choices about hours of work. Distinction between these two types of decisions is crucial for understanding those different fundamental factors that influence participation and hours-of-work decisions. 

Another study by Bound et al. (1989) demonstrates that there is a substantial measurement error in wage and hours of work variables. In this study for a single firm the authors compare results from workers’ responses with the employers’ records. They find a systematic bias in reported information, the non-zero mean for measurement errors. Study demonstrates that there is positive correlation between errors in wages and reported wages, education, age and tenure, while the correlation between hours of work and errors in this variable is negative. As a consequence, the paper points to a substantial bias towards zero in estimates of elasticities. Thus, low estimates of substitution elasticity can be explained by this downward bias.

To account for this problem, as well as to cope with the endogeneity in wages, the instrumental-variable procedure is widely used. It is hard to find temporary, exogenous movements in real wages that could identify movements in labor supply. Moreover, appropriate instruments are not easy to find (Kimball, Shapiro 2003). Recent developments in the estimation techniques also show that it is crucial to have strong instruments (Baum, Schaffer, and Stillman 2003).

Other issues concern the non-observed information. It is usually the case that workers cannot adjust their hours of work freely every time the wages change – they sign the contract in advance, and have to follow it for some period of time. Also, additional costs are associated with quitting a job and finding a new one. What is more, while hours of work supplied to the market may remain constant, hours of household production may respond more easily to changes in market wages. To account for these problems many studies consider some modifications of standard labor supply models: implicit contract model (Ham and Reilly 2006), incorporate data on consumption and data on hours of work devoted to household production (Felices and Tinsley 2004), consider the demand side of the labor market (Senesky 2002).

In many previous studies only separate groups of individuals are considered. For example, Heckman and MaCurdy (1980) focus on working and continuously married to the same partner women, Card (1990) studies prime-age white males, and Meyers (2001) considers sample of single mothers. Nevertheless, to be able to explain cyclical changes in employment and hours in the economy, we have to consider all demographic groups of individuals. Although the group of married males is the biggest in the sample of working individuals, participation in the labor market is also high among other groups in our sample (married and non-married females, non-married males). Thus, we can predict that all four groups of individuals contribute to the cyclical movements in employment and hours of work variables in the economy as a whole. Moreover, there are some studies which confirm that for the estimation results to be useful, the model has to be estimated separately for males and females (labor supply is more elastic for women than for men) and separately by marital status (differences in fixed costs of employment (Kimmel and Kniesner 1998). 
Life-cycle models of labor supply for transition countries, particularly for Ukraine, have been not estimated yet. However, a few studies consider the changes in the labor market caused by new market conditions after 1991. Paper by Kupets (2006) investigates the unemployment duration factors using ULMS data from the first wave. They find we find no significant effect of benefit receipt on outflows from unemployment. However, their results indicate that age, marital status, education and place of residence are significantly related to the total time spent in unemployment. Other study by Ganguli and Terrell (2005) estimates how the men’s and women’s wage inequality in Ukraine changed between 1986 and 2003, after the introduction of markets and new institutions. This study also uses ULMS data from first round, and finds that wage inequality rises substantially between 1986 and 2003.

The lesson from all studies, where the wage elasticities are estimated, is the following. It is important to know what elasticity we are going to estimate and provide economic sense to the parameter’s interpretation. In the case of a life-cycle model it is important to distinguish between anticipated (along the same wage profile) and unanticipated (shift in the profile) wage changes. The wide variation in the results can be explained by the following. While it is not easy to estimate wage elasticity in the life-cycle setting – we need long period of observations, income variables, and variables for initial conditions at the beginning of life-cycle – variation in estimated elasticities comes mainly from different assumptions made by researchers, and the use of control variables. Therefore, those estimated elasticities represent fundamentally different effects.
Chapter 3

METHODOLOGY AND MODEL SPECIFICATION
We estimate labor supply elasticities at the extensive and intensive margins using four equations:
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where nit – number of hours of work supplied by an individual i at time period t;

wit - hourly wage rate of an individual i at time period t;

eit - employment status variable for an individual i at time period t, and P(eit) is the probability of employment for an individual i at time period t;

Z - vector of exogenous variables (personal and family characteristics) that influence decision about participation and hours of work;

X1 - a vector of included instruments in wage equation;

X2 - a vector of excluded instruments in wage equation;

γe and γn are elasticities of our interest (elasticity of participation and elasticity of hours supply);

ani and awi  are individual fixed effects, which explain heterogeneity between individuals and account for differences in motivation, wealth etc.;

μnit and μwit are error terms.

Equation (1) estimates elasticity of labor supply on the extensive margin (participation decisions). Equation (2) estimates elasticity of labor supply on the intensive margin (decisions about hours of work supplied). Equation (3) is used to instrument wages in equations (1) and (2). Reduced form participation equation (4) is used to correct for sample selection in equations (2) and (3).
Vector Z contains variables that influence labor supply decisions (Blundell and MaCurdy 1999). Vector X contains variables determining the wage of an individual, and is divided into X1 and X2, where X1 is a set of included instruments in wage equation, and X2 is a set of excluded instrumental variables.

Several studies emphasize the importance of demand side of the market for labor supply decisions (Card 1990, Senesky 2002). There is empirical evidence that estimates of demand conditions in individual’s local labor market, industry, are different from zero in labor supply models (Card 1990). In order to instrument wages in our specification, we introduce the following demand-side variables in vector X2, vector of excluded instruments: regional unemployment rate, share of employed individuals in manufacturing and agriculture, dummy variables for size of settlement, and also interaction of all these variables with person’s years of education (to control for the fact that demand conditions effect individuals with different educations in a different way (Nizalova 2006).
To introduce economic uncertainty in the model we include quadratic time trend in labor supply equation and interactions of quadratic time trend with Z and X, following the study by Kimmel and Kniesner (1998). Table 1 presents the full list of variables used to estimate intertemporal wage elasticity with panel data for 2000-2004. 
	Table 1. List of variables in panel specification

	Participation and hours supplied equation
	Zit
	t, t2, education, dummy variable for own child less then 6 years old, dummy variable for own child; and the inverse Mills ratio (in hours equation only)

	Included instruments in wage equation
	X1it
	Interactions of t and t squared with the following variables: age, age2, years of education, dummy variable for own child; and the inverse Mills ratio

	Excluded instruments in wage equation
	X2it
	Interactions of t and t squared with the following variables: dummies for settlement size, unemployment rate in the region, regional share of employed in manufacturing and agriculture, and interactions of years of education variables with all previous variables


In this paper we implement three-stage procedure to obtain consistent estimates of the wage elasticities.

Stage 1: Estimate FE reduced form probit equation (4) for employment status, using as regressors all exogenous variables from wage and hours worked equations, Zit and Xit; obtain inverse Mill’s ratios;
Stage 2: Estimate selectivity bias corrected FE wage equation (3) to instrument wage, imputing offered wage where there was no wage for non-employed individuals;

Stage 3: Estimate structural FE probit equation (1) for employment status using instrumented wages, and obtain wage elasticity at the extensive margin. Estimate hours equation (2) corrected for the selection bias, using instrumented wages to obtain the wage elasticity at the intensive margin.

In our specification we also capture individual heterogeneity and include individual effects in the model. We treat those effects as fixed and correlated with other explanatory variables. MaCurdy (1981) provides an empirical framework for estimating life-cycle model of labor supply. The theoretical assumption of this model is the correlation of individual fixed effects with individual’s wages and other characteristics. Thus, in our specification individual fixed effects are the parameters of the model but not a part of the error term.

Adopting probit model for panel data (fixed effect) involves non-linear estimating procedures, which introduces incidental parameter problem. Probit fixed effect model produces inconsistent estimates of β and ai (N of them) with T fixed and N approaching infinity, unlike in the linear case. Using random effect technique will handle the problem. However, in our study the reason for introducing individual fixed effects ai in the model is to allow for correlation between those fixed effect and some variables in the vectors of explanatory variables Xit, Zit,. Consider a person that is career-oriented (unobserved individual quality). That person will supply more hours of work and will receive higher rewards for his/her job in terms of higher wage. Thus, in this example we observe correlation between individual unobserved effect and one of explanatory variables (wage). Due to career-oriented preferences the considered person can also study more, thus we will also observe correlation between individual unobserved effect and one more explanatory variable - years of education. This example leads us to a conclusion that we need to use a model that accounts for correlation between individual fixed effect and some explanatory variables.

Chamberlaine (1980) allowed for this correlation by assuming a conditional normal distribution with linear expectation and constant variance:
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Intuition behind the inclusion of time-averages for variable xij is the following: we want to estimate the influence of xitj on yit keeping the time-average of that variable fixed. Thus, whenever we estimate probit model for panel data, we follow Chamberlain’s procedure and include time averaged regressors in probit equation.

In the last years IV technique has become very popular method in empirical research. However, the choice of appropriate instrumental variables imposes several restrictions on the researchers. There are two requirements on the instrumental variables: i) it must be correlated with the included endogenous variable(s), and ii) orthogonal to the error process (Baum, Schaffer, and Stillman, 2003). If the equation is overidentified, we can test the orthogonality conditions, that is, whether our instruments are uncorrelated with the error process. That means, we can test this instruments for exogeneity, check the second requirement for an instrumental variable.
While at that point we are not able to check the instrumental variables for validity in panel setting
, we use the cross-sectional specification to test our excluded instruments in vector X2 in the wage equation. The first condition on instrumental variables can be tested by examining the results of the first stage regressions (F-statistics and Shea Partial R2 measures). The overidentifying restrictions can be tested via the Sargan J statistic. A test of overidentifying restrictions regresses the residuals ui from an IV regression on all instruments in X. Under the null hypothesis that all instruments are uncorrelated with ui, the test has a χ​2(n) distribution where n is the number of overidentifying restrictions.
Blundel and MaCurdy (1999) point out the possibility to estimate intertemporal wage elasticity using cross-sectional data. Authors also emphasize the importance of control variables choice while estimating intertemporal wage elasticity: one has to regress log hours on age, age squared, education, variables that indicate permanent income of a person, and on log wage. To control for permanent income we use the approach highlighted by Ferguson et al. (2003) and include the following variables in vector Z – number of rooms per household member and dummy variable for car ownership. While estimating intertemporal wage elasticity with cross-sectional data, we also exploit the 3-stage procedure described above. Table 2 represents the list of variables used to estimate intertemporal wage elasticity with cross-sectional data for 2004.

	Table 2. List of variables in cross-sectional specification

	Participation and hours supplied equation
	Xit
	Age, age squared, years of education, dummy variable for own child less then 6 years old, number of rooms per household member, dummy variable for car ownership

	Included instruments in wage equation
	Z1it
	Age, age squared, years of education, dummy variable for own child

	Excluded instruments in wage equation
	Z2it
	Dummies for settlement size, unemployment rate in the region, regional share of employed in manufacturing and agriculture; and interactions of years of education variables with all previous variables.


Thus, by estimating intertemporal wage elasticity with cross-sectional data we test our instrumental variables in wage equation for validity and extend our conclusions about instrument on estimates in panel specification. Also, we estimate intertemporal wage elasticity on extensive and intensive margins in cross-sectional setting, and compare our estimates with panel specification results. Thus, we are checking the theoretical prediction about possibility to estimate intertemporal wage elasticity with cross-sectional data.
Chapter 4

EMPIRICAL ANALYSIS

4.1 DATA DESCRIPTION

The empirical part of the study is based on the data from the Ukrainian Longitudinal Monitoring Survey (ULMS). The first two waves took place in 2003 and 2004. However, the questionnaire for 2003 contains an extensive section with questions about previous periods of life history.

Although it is possible to derive employment, education and marital histories for each individual for 1986-2004 years, we restrict our panel data set to 2000-2004 time period for several reasons. First of all, we wanted to avoid possible distortions and mistakes in income data reporting by individuals, thus, we did not use data for time period before 1997, before a new national currency was introduced. Also we used a set of exogenous regional characteristics to be able to predict wages and employment status. These are regional unemployment rate, share of employed in manufacturing and agricultural sectors. These variables are the “oblast” level data. Starting from the year 2000 Ukraine developed a new classification of types of economic activities on the basis of the Nomenclature of Activities European Community (NACE).  Thus, the regional employment rates by type of economic activities starting from 2000 are not comparable to similar rates for previous years. For the sake of consistency of our individual data with regional level variables we restricted our sample to 5 periods (2000-2004 years).

ULMS contains detailed information on education, being more precise, it proposes two alternative types of information. First, information on the highest educational degree obtained and second, information about of all types of schools
: date of school completion/quitting, number of years studied at the particular school. Thus, to calculate the retrospective part of our panel data on education, we used the second type of information and complemented it with the information on highest degree obtained for those individuals, who do not fully respond on questions about particular kind of school. Also, we assume that a person has studied continuously in each educational institution, while interruptions in studies are not taken into account in the data we use.
Descriptive statistics for the retrospective panel data is presented in Table 3 separately for males and females by marital status. 
Table 3. Descriptive statistics
 for time period 2000-2004, by sex and marital status
	
	Married
	Non-Married

	
	males
	females
	males
	females

	Age
	43.90
	40.18
	28.75
	33.54

	
	9.98
	9.44
	11.15
	12.53

	Years of education
	11.10
	11.62
	10.83
	11.66

	
	2.80
	2.63
	2.55
	2.60

	Monthly wage
	556.50
	373.13
	515.67
	384.91

	
	375.70
	264.17
	343.76
	235.25

	Hours worked
	133.67
	103.33
	98.84
	97.76

	
	93.89
	93.86
	100.22
	96.00

	Working status
	0.73
	0.59
	0.54
	0.55

	
	0.45
	0.49
	0.50
	0.50

	Dummy  for child in the household
	0.735
	0.782
	0.060
	0.421

	
	0.440
	0.412
	0.238
	0.494

	Dummy  for child younger than 6 years old in the household
	0.139
	0.157
	0.011
	0.066

	
	0.346
	0.364
	0.107
	0.249

	Observations
	5865
	6540
	1750
	2070

	Number of id
	1173
	1308
	350
	414


Table includes information on individuals of working age during 2000-2004 time period (from 18 to 54 years old females and from 18 to 59 years old males). Married individuals are those who have been continuously married to the same person during 2000-2004 years, and those for whom interruption between two marriages is not longer than one year. Non-married individuals are those who were continuously non-married for 2000-2004 time period, and those for whom marriage lasted less than 1 year during considered period. Thus, in our sample there are no individuals who changed their marital status and did not returned to it within one year during 2000-2004. While we lost some observations for those individuals (443 individuals), the size of the sample is still big. Sample of married individuals consists of 2481 individuals; sample for non-married individuals consists of 764 individuals, while the overall sample consists of 3688 individuals.
As Table 3 shows, single individuals represent younger group of sample: age is on average 30 years compared to more than 40 years for married individuals. Moreover, distribution of age variable for non-married individuals is much skewed to the left, with about half of observations falling in the first quantile (compare Figure 1 and Figure 2). Years of education are nearly the same for all groups (about 10-11 years). Also, average years of education for group of women are higher than for men, this difference becomes even more distinct if we consider non-married individuals only.

Married males have the highest average monthly wage among all four groups, followed by single males, single females, and married females. Married males also supply the highest number of hours of work per month, followed by married females, single males, and single females. Also the mentioned category contains the highest number of employed individuals, over 70%, while for other categories the number of employed individuals is around 55%. 

We account for inflation in our wage variables using data on Consumer Price Index from the official report of the State Statistical Committee of Ukraine. These variables are expressed in terms of prices at the beginning of 2007 year, thus, are comparable with current wage rates. In the ULMS survey we have the data only on the wage in selected month each year. Thus, we cannot follow widely used in the literature method of calculating average hourly earnings over whole year. Instead, we use average (over a month) hourly earnings variable, which is constructed as a monthly wage divided by hours of work in that month. Hours of work during a month are calculated as the number of hours worked usually in a week multiplied by the number of weeks in a month (52/12).

Since hours variable is a dependent variable in equation (2), and also hours variable is used to calculate wage variable (we divide wage by hours), the wage elasticity estimate may be subject to a negative division bias. Labor market studies usually obtain the wage variable (e. g., hourly wage) by dividing labor income per period by total hours of work per period, and then regress obtained wage variable on hours of work variable. Hence any measurement error in hours variable produces a spurious negative correlation between hours and wages. Paper by Rogerson and Rupert (1993) demonstrates that in the linear regression model, even when the errors in hours variable account for as little as 1%, the estimation results produce no support for the intertemporal substitution model.

To reduce a negative division bias we use the procedure proposed by Kimmel and Kniesner (1998). While calculating average hourly earnings variable, the following hours variable is used: if measured hours of work a week exceed 25, we calculate the average hourly earnings as monthly wage divided by 40 and by the number of weeks in a month. Otherwise, if actual hours of work a week are less or equal than 25, average hourly earnings are equal to monthly wage divided by 20 and by the number of weeks in a month.

While estimating wage elasticities at extensive and intensive margins, we separate individual observations by sex and marital status. This is widely accepted that due to distortions in the labor market and wage inequalities between males and females, response of labor supply to changes in wage should be measured separately for both sexes. There are also two reasons for separating married individual from non-married. First of all, the variation of marital status variable for each individual is not high during considered time period. Thus, this small variation is not sufficient to estimate the effect of marital status change on labor supply. On the other hand, we can expect that marital status is important characteristic that influences labor supply decisions. To account for this variable we estimate the model separately for married and non-married individuals during considered period.
4.2 DISCUSSION OF THE RESULTS
At Stage 3 of our estimation procedure we obtain two types of elasticities for each group of individuals – for participation and for hours supplied. Those two types of elasticities are estimated for pooled and panel data sets.  Estimating pooled regression has the purpose to compare different estimates of wage elasticity: from panel and pooled specifications. If the life-cycle effects exist in our model, static representation (pooled regression), which confuses the movements along the wage profile with shifts in the profile, would therefore produce estimates which have no economic interpretation. The intertemporal (Frisch) elasticity is highest among all elasticities (captures the reallocation of wealth between periods), and we expect estimates from the pooled regression (static specification) to be lower than intertemporal wage elasticity.

Table 4 represents estimates of wage elasticities at the intensive margin, and Table 5 represents estimated intertemporal elasticities at the extensive margin.
Table 4. Intertemporal wage elasticities at the intensive margin in panel specification and for pooled regression

	
	Married
	Non-married

	
	Males
	Females
	Males
	Females

	panel specification
	0.0253
	-0.0480
	-0.0820
	0.0726

	
	[0.0505]
	[0.0514]
	[0.0588]
	[0.0779]

	pooled regression
	0.0608*
	-0.0047
	0.1182**
	-0.0459

	
	[0.0265]
	[0.0381]
	[0.0344]
	[0.0531]

	observations
	4057
	3769
	953
	1248

	standard errors in brackets

+ significant at 10%; * significant at 5%; ** significant at 1%


Let us first discuss results for wage elasticity at the intensive margin (hours equation). Wage elasticity for panel specification is positive for married males and non-married females, and is negative for other two groups, however, it is small (ranges from -0.08 to 0.07) and is not significantly different from 0 for all groups of individuals. For pooled regression wage elasticity is significant for both groups of males, however, it is not significant for females. Also, the elasticity is low, and can be interpreted as the following: for 1% increase in wages, hours of work increase by 0.06% and 0.11% for married and non-married males respectively. 

Our results from estimating wage elasticity at the intensive margin agree with the main findings in the literature, where low, but positive wage elasticity of labor supply is reported (Tondani 2006). Thus, we conclude that all groups of individuals are not very sensitive in their hours of work supply decisions (intensive margin) to wage changes. 

Table 5. Intertemporal wage elasticities at the extensive margin in panel specification and for pooled regression

	
	Married
	Non-married

	
	Males
	Females
	Males
	Females

	panel specification
	0.1667**
	0.2373+
	0.4758**
	0.0395

	
	[0.0558]
	[0.1298]
	[0.1198]
	[0.7770]

	pooled regression
	0.2207**
	0.2091**
	0.1410**
	0.1070+

	
	[0.0254]
	[0.0438]
	[0.0447]
	[0.0577]

	observations
	5591
	6273
	1689
	1988

	standard errors in brackets

+ significant at 10%; * significant at 5%; ** significant at 1%


Now we check the hypothesis that the main part of adjustment in the labor supply decisions happens at the extensive margin (labor force participation). If this is true, the wage elasticity at the extensive margin (participation equation) should be significantly higher than wage elasticity at the intensive margin. Tables 5 show the results for the estimates of wage elasticity at the extensive margin. For three groups of individuals (coefficient is not significant for non-married females only) coefficients are significant and higher than the elasticity coefficients at the intensive margin. We also observe higher wage elasticity for females, and higher wage elasticity for non-married males, compared to married. This evidence on elasticity differentials is completely supported by current empirical results on wage elasticity (Kimmel and Kniesner 1998).

If we consider now results for pooled regression, we also observe that all coefficients are significantly higher than wage elasticity at the intensive margin. Evidence on differences in estimates between four groups is reversed: wage elasticity is higher for males and for married individuals in pooled regression. However, estimated wage elasticities for the group of non-married individuals should be considered with cautiousness. By construction of our sample, non-married individuals virtually do not have own children living with them in the household (see descriptive statistics in Table 3), while more than 40% of non-married females have at least one child living with them. Thus, we can conclude that non-married males are more flexible in their decisions than non-married females.
Empirical literature on labor supply provides relevant explanations for differences in wage elasticity estimates between males and females, married and non-married individuals. 
First explanation considers fixed participation cost of a person. Those costs are assumed to be higher for married individuals, who have to coordinate their decisions with the spouse (Kimmel and Kniesner, 1998). High fixed costs of employment increase the “reservation” hours of work a person is wiling to supply to the labor market. For example, a person will probably not choose to work part time instead of working full time, if in both cases he/she has to find a kindergarten for her children, take the same transportation expenses, etc. Increase in “reservation” hours will decrease wage elasticity. Thus, theory predicts that higher participation costs for married individuals lead to lower wage elasticity of participation for them, compared to non-married individuals. Our results support the assumption that costs of employment are higher for married individuals.

Other explanation of significant differences in wage elasticity between married and non-married individuals is proposed and verified in the study by Felices and Tinsley (2004). Authors include in their analysis hours of work in household production and compare results with standard intertemporal wage elasticity. Their study concludes that non-married individuals are more willing to substitute hours in home production for market hours when their wages reach their highest rates during the life-cycle. Thus, non-married individuals have higher wage elasticity of labor supply, compared to married individuals, who are less willing to change hours of work supplied to home production.
Thus, our results from panel specification support the empirical evidence on different wage elasticity coefficient for married and non-married individuals.
Estimated intertemporal wage elasticity for females is significantly higher than for males, and this result is confirmed in many studies, which consider different samples, countries and time periods (Blundell and MaCurdy 1999). Thus, we cannot conclude that labor supply behavior of females is similar to that of males. And the results of our paper also support the evidence that there exists some degree of inequality in labor supply behavior between males and females in the labor market in Ukraine.

In general, low and non-significant wage elasticity at the intensive margin, and significantly higher elasticity of participation (extensive margin) suggest that individuals are not flexible in their decisions about hours of work supplied, if they are employed. They make their choice mainly at the extensive margin – take decisions whether to participate in the labor market or not.

There is generally accepted in the literature explanation for non-elastic labor supply – existence of institutional constraints on labor supply (e.g. fixed contracts). Experimental study by Fehr and Goette (2005) uses the sample where individuals can freely choose how many hours they want to work, and how much effort they want to exert to generate revenues. While there are no institutional constraints on labor supply in this experimental environment, low intertemporal wage elasticity cannot be caused by non-flexibility in labor supply choices. Results of the study demonstrate that wage increase causes a large increase in labor supply. In particular, estimates of the intertemporal elasticity of substitution with regard to overall labor supply is between 1.12 and 1.25. Thus, from this study and many others (Oettinger 1999, Camerer et al 1997, Chou 2002) we can conclude that in the absence of constraints on the labor supply the wage elasticity coefficients are much higher.

The estimated elasticities for pooled regression (2000-2004) are lower than the intertemporal wage elasticity; and intertemporal wage elasticity constitutes the upper bound for all other elasticities, as predicted by the theory. Intertemporal wage elasticity describes dynamic behavior of individual; it reflects the labor supply changes in response to predicted life-cycle wage movement.
4.3. TESTING INSTRUMENT QAULITY

Table A1 represents results from Stage 1 of our estimation procedure applied to cross-sectional data. We estimated the probability of being employed by probit regression. The outcomes of the first stage probit regression are used to calculate the mills ratios, and to correct for the sample selection in the wage equation. Table A2 shows estimation results for selectivity bias corrected wage equation (Stage 2) from the Heckman’s two stage estimation method for sample selection, where selection equation is the equation from Stage 1 of our procedure. The results of the wage equation are used to compute the selectivity corrected wages for all individuals and periods where no paid job is performed.

Finally, Table 6 represents results for intertemporal wage elasticities at the extensive margin and intensive margins in cross-section framework (Tables A3 and A4 contain more detailed information)

Table 6. Intertemporal wage elasticities at the extensive and intensive margins in cross-section specification
	
	Married
	Non-married

	
	Males
	Females
	Males
	Females

	intensive margin
	0.014
	0.1344+
	0.0515
	-0.0083

	
	[0.0582]
	[0.0762]
	[0.0633]
	[0.0846]

	observations
	798
	815
	315
	470

	extensive margin
	0.1864**
	0.2289**
	0.2243**
	0.3110**

	
	[0.0546]
	[0.0832]
	[0.0697]
	[0.1125]

	observations
	1380
	1556
	815
	1085

	standard errors in brackets

+ significant at 10%; * significant at 5%; ** significant at 1%


All coefficients for the extensive margin are significant and higher than the elasticity coefficients at the intensive margin. We also observe higher wage elasticity for females, and higher wage elasticity for non-married individuals. If we compare our results with panel setting, we conclude that our estimates of intertemporal wage elasticity with cross-sectional data are similar to the estimates in panel specification. Our finding confirms the theoretical prediction about the possibility to obtain meaningful values for intertemporal wage elasticity in cross-sectional setting.

The use of cross-sectional specification enables us to test the instrumental variables in wage equation. The first condition on instrumental variables can be tested by examining the results of the first stage regressions (F-statistics and Shea Partial R2 measures). Table A5 represents the relevant test statistics. Shea partial R2 measures suggest that instruments are correlated with the endogenous variable (wage) in all regressions. The overidentifying restrictions can be tested via the Sargan J-statistic. A test of overidentifying restrictions regresses the residuals ui from an IV regression on all our instruments in X (X1,X2). Under the null hypothesis that all instruments are uncorrelated with ui, the test has a χ​2(n) distribution where n is the number of overidentifying restrictions. Results in Table A5 suggest that we do not reject the hypothesis of orthogonality of instruments in our regressions, except the regression for married females, where the hypothesis cannot be rejected at 10% level, but is rejected at 5% level of significance. Conclusions from IV testing suggest that our estimation procedure in cross-sectional and panel specification does not suffer from the weak instruments problem.

Chapter 5

Conclusions
In this paper we estimated the wage elasticities at the extensive and intensive labor supply margins by sex and marital status. We used the three-stage procedure, where the first stage accounts for sample selection. Second stage solves the problem of wage endogeneity. And at the third stage we obtained consistent estimates of wage elasticities at the extensive and intensive margins.

Our results suggest that in Ukraine individuals are not flexible in their decisions about hours of work supplied, if they are employed. They make their choice mainly at the extensive margin – take decisions whether to participate in the labor market or not. Thus, the main part of variation in hours of work in the economy comes from changes in participation status – extensive margin.

The findings of our paper are similar to other results in the literature, which also suggests that corresponding elasticity coefficients are positive, and higher for females than for males. Our study also confirms significant differences in the wage elasticities between different marital statuses. Higher wage elasticity for non-married individuals supports theoretical assumptions about higher fixed costs of employment for married individuals and relative easiness of substitution between hours at home production and market labor supply for non-married individuals.
In our research we also check the hypothesis that cross-sectional specification allows to estimate meaningful lifecycle intertemporal wage elasticity – our results from cross-sectional regression are comparable with the panel specification. 

Positive and significant wage elasticity of employment suggests that increase in real wages will stimulate labor force participation for all groups of individuals. This confirms the intertemporal-substitution hypothesis according to which employment and hours of work fluctuate cyclically because workers increase their labor supply to the market when they observe high real wages (during economic boom), and decrease their labor supply to the market when they observe relatively low real wages (during recession). 

Paper by Felices and Tinsley (2004) also emphasizes that relationship between labor supply and aggregate demand “has implications for inflationary pressure”. Estimated intertemporal wage elasticity of labor supply may be used as one of the parameters for constructing structural model of the economy and predicting labor supply changes in the business-cycle framework.
We also have to admit limitations of our study – our model does not capture short-term constraints on the adjustment of labor supply. Although, many studies demonstrate that constraints on labor supply are important (Ham 1982), our model is estimated under assumption that hours of work can be freely adjusted by individuals. Also our study can be expanded by considering households’ decisions about labor supply to the market. These and other mentioned problems suggest scope for further research.
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Figure 1. Distribution of age variable for married individuals (sample 2000-2004)
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Figure 2. Distribution of age variable for non- married individuals (sample 2000-2004)
APPENDIX

Table A1. Stage 1 probit regression of employment status (cross-sectional regression for 2004)

	
	Married
	Non-married

	
	Males
	Females
	Males
	Females

	age
	0.0355**
	0.0714**
	0.1165**
	0.1460**

	
	[0.0098]
	[0.0117]
	[0.0114]
	[0.0115]

	age squared
	-0.0005**
	-0.0009**
	-0.0016**
	-0.0019**

	
	[0.0001]
	[0.0002]
	[0.0002]
	[0.0002]

	years of education
	0.041
	0.0271
	-0.044
	-0.0139

	
	[0.0268]
	[0.0262]
	[0.0409]
	[0.0422]

	small children
	0.0689+
	-0.1772**
	0.1377
	-0.2359**

	
	[0.0386]
	[0.0472]
	[0.1439]
	[0.0739]

	unemployment
	-0.0271
	0.0404
	0.0024
	0.2176*

	
	[0.0518]
	[0.0590]
	[0.0998]
	[0.0868]

	children
	0.0061
	0.0213
	0.1103+
	0.0084

	
	[0.0255]
	[0.0298]
	[0.0667]
	[0.0482]

	settlement size 4
	0.0352
	-0.0077
	0.1052
	-0.3706+

	
	[0.1314]
	[0.1782]
	[0.2932]
	[0.2036]

	settlement size 5
	-0.0915
	-0.3149*
	-0.3807+
	-0.1937

	
	[0.1482]
	[0.1549]
	[0.2164]
	[0.2149]

	settlement size 6
	0.1584
	0.0765
	-0.0206
	0.2338

	
	[0.0987]
	[0.1722]
	[0.2733]
	[0.2427]

	manufacturing
	0.4922
	0.3785
	-1.3224
	-2.4392*

	
	[0.5621]
	[0.6234]
	[0.9685]
	[0.9734]

	agriculture
	1.2889
	-0.2753
	-1.8299
	-4.2201*

	
	[1.0685]
	[1.2095]
	[2.0685]
	[1.8775]

	education*agriculture
	-0.1126
	0.0265
	0.1504
	0.3329*

	
	[0.0946]
	[0.1019]
	[0.1840]
	[0.1587]

	education*manufacturing
	-0.0513
	-0.0343
	0.1172
	0.1974*

	
	[0.0492]
	[0.0510]
	[0.0844]
	[0.0826]

	education*unemployment
	0.0003
	-0.0028
	-0.0014
	-0.0203**

	
	[0.0045]
	[0.0049]
	[0.0087]
	[0.0075]

	education*settlement size 4
	-0.0014
	0.002
	-0.0057
	0.0459+

	
	[0.0124]
	[0.0150]
	[0.0275]
	[0.0259]

	education*settlement size 5
	0.013
	0.0314*
	0.0422+
	0.0257

	
	[0.0114]
	[0.0126]
	[0.0240]
	[0.0195]

	education*settlement size 6
	-0.0087
	0.0049
	0.0154
	-0.0101

	
	[0.0140]
	[0.0150]
	[0.0241]
	[0.0220]

	rooms per household member
	0.0057
	0.009
	-0.001
	0.0017

	
	[0.0252]
	[0.0288]
	[0.0363]
	[0.0315]

	car ownership
	0.0938**
	-0.0052
	0.0614
	0.0387

	
	[0.0225]
	[0.0273]
	[0.0444]
	[0.0497]

	Observations
	1380
	1556
	815
	1085

	standard errors in brackets

+ significant at 10%; * significant at 5%; ** significant at 1%


Table A2. Selectivity bias corrected wage equation estimates (cross-sectional data for 2004)

	
	Married
	Non-married

	
	Males
	Females
	Males
	Females

	age
	-0.0355
	0.0281
	-0.0579
	-0.0465

	
	[0.0221]
	[0.0377]
	[0.1099]
	[0.0603]

	age squared
	0.0004
	-0.0003
	0.0007
	0.0006

	
	[0.0003]
	[0.0005]
	[0.0015]
	[0.0008]

	years of education
	0.0307
	0.0492
	-0.0404
	-0.0073

	
	[0.0482]
	[0.0373]
	[0.0787]
	[0.0500]

	unemployment
	-0.0104
	-0.0588
	0.0877
	-0.3116*

	
	[0.0968]
	[0.0844]
	[0.1807]
	[0.1363]

	children
	0.0647
	-0.0282
	0.0939
	-0.0046

	
	[0.0422]
	[0.0386]
	[0.1482]
	[0.0579]

	settlement size 4
	0.7124**
	0.1337
	-0.2627
	0.5715

	
	[0.2525]
	[0.2543]
	[0.5231]
	[0.3812]

	settlement size 5
	0.5463*
	0.0532
	0.9392+
	0.007

	
	[0.2261]
	[0.2345]
	[0.5652]
	[0.3178]

	settlement size 6
	0.4308
	0.3492
	0.4504
	-0.6039

	
	[0.2777]
	[0.2464]
	[0.4536]
	[0.3824]

	manufacturing
	0.2647
	-0.1401
	-1.8525
	1.05

	
	[1.0055]
	[0.8896]
	[1.8690]
	[1.4091]

	agriculture
	-2.2695
	-1.3026
	-7.3450+
	-0.3881

	
	[1.9737]
	[1.6940]
	[4.0471]
	[2.8847]

	education*agriculture
	0.0563
	0.0266
	0.5012
	0.0187

	
	[0.1686]
	[0.1381]
	[0.3593]
	[0.2284]

	education*manufacturing
	-0.0221
	-0.0505
	0.1444
	-0.0985

	
	[0.0855]
	[0.0711]
	[0.1629]
	[0.1127]

	education*unemployment
	0.0017
	0.0031
	-0.0116
	0.0226*

	
	[0.0081]
	[0.0068]
	[0.0159]
	[0.0115]

	education*settlement size 4
	-0.0496*
	-0.0001
	0.0315
	-0.0362

	
	[0.0218]
	[0.0210]
	[0.0471]
	[0.0319]

	education*settlement size 5
	-0.0321+
	0.0169
	-0.0514
	0.0035

	
	[0.0194]
	[0.0198]
	[0.0538]
	[0.0260]

	education*settlement size 6
	-0.021
	-0.0095
	-0.0242
	0.0605*

	
	[0.0235]
	[0.0197]
	[0.0425]
	[0.0303]

	Mills ratio
	-0.5213+
	-0.0329
	-0.5009
	-0.3086

	
	[0.2754]
	[0.2676]
	[0.6454]
	[0.2797]

	Observations
	798
	815
	315
	470

	R-squared
	0.1447
	0.1749
	0.1810
	0.1701

	standard errors in brackets

+ significant at 10%; * significant at 5%; ** significant at 1%


Table A3. Participation equations, intertemporal wage elasticities at the extensive margin in cross-section framework (2004)

	
	Married
	Non-married

	
	Males
	Females
	Males
	Females

	age
	0.0344**
	0.0673**
	0.1079**
	0.1401**

	
	[0.0094]
	[0.0111]
	[0.0113]
	[0.0109]

	age squared
	-0.0005**
	-0.0008**
	-0.0014**
	-0.0018**

	
	[0.0001]
	[0.0001]
	[0.0002]
	[0.0002]

	years of education
	0.0098*
	0.008
	0.011
	0.0038

	
	[0.0046]
	[0.0069]
	[0.0084]
	[0.0106]

	small children
	0.0601
	-0.1585**
	0.1647
	-0.1891*

	
	[0.0381]
	[0.0451]
	[0.1197]
	[0.0757]

	rooms per household member
	-0.0073
	-0.0029
	-0.0095
	-0.0006

	
	[0.0232]
	[0.0272]
	[0.0343]
	[0.0283]

	car ownership
	0.0794**
	-0.006
	0.0432
	0.0321

	
	[0.0233]
	[0.0271]
	[0.0437]
	[0.0490]

	wage predicted
	0.1864**
	0.2289**
	0.2243**
	0.3110**

	
	[0.0546]
	[0.0832]
	[0.0697]
	[0.1125]

	
	
	
	
	

	Observations
	1375
	1553
	810
	1076

	standard errors in brackets

+ significant at 10%; * significant at 5%; ** significant at 1%


Table A4. Hours equations, intertemporal wage elasticities at the intensive margin in cross-section framework (2004)

	
	Married
	Non-married

	
	Males
	Females
	Males
	Females

	age
	-0.0250*
	0.0063
	-0.028
	-0.0106

	
	[0.0111]
	[0.0212]
	[0.0248]
	[0.0209]

	age squared
	0.0003*
	-0.0001
	0.0004
	0.0001

	
	[0.0001]
	[0.0003]
	[0.0003]
	[0.0003]

	years of education
	-0.0090+
	-0.0153*
	-0.0220*
	-0.0069

	
	[0.0046]
	[0.0060]
	[0.0092]
	[0.0087]

	small children
	0.0015
	0.0145
	0.0006
	-0.1155

	
	[0.0366]
	[0.0544]
	[0.0656]
	[0.1070]

	rooms per household member
	-0.022
	-0.009
	0.0785**
	0.012

	
	[0.0235]
	[0.0242]
	[0.0258]
	[0.0195]

	car ownership
	-0.0306
	-0.0244
	0.029
	-0.0666

	
	[0.0276]
	[0.0249]
	[0.0412]
	[0.0406]

	Mills ratio
	-0.0917
	0.028
	-0.0284
	-0.0624

	
	[0.1469]
	[0.1637]
	[0.1428]
	[0.0907]

	Log wage
	0.014
	0.1344+
	0.0515
	-0.0083

	
	[0.0582]
	[0.0762]
	[0.0633]
	[0.0846]

	
	
	
	
	

	Observations
	795
	814
	313
	464

	standard errors in brackets

+ significant at 10%; * significant at 5%; ** significant at 1%

	Table A5. Test statistics after IV estimation of hours equation (2004)



	Shea Partial R-squared
	0.0739
	0.0560
	0.1034
	0.0715

	 F-statistics
	5.45
	3.99
	2.54
	2.84

	Sargan J-statistics
	11.921
	21.197
	11.023
	14.174

	p-value for Sargan J-st
	0.4521
	0.0476
	0.5269
	0.2897


� The one-step automatic algorithm that performs tests on instrumental variables in panel setting is not yet available. 


� Schools include: high school, vocational school, secondary professional school, higher professional schools (bachelor, master, PhD).


� Means and standard errors of variables


� Marginal effects


� Marginal effects
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