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The study investigate whether increase in energy prices stimulate Ukrainian enterprises to use energy more efficiently.  The answer goes through the investigating the question of capital-energy substitution. The main finding that increase in energy prices lead to the increase of capital energy ratio, thus stimulates enterprises to take restructuring measures. Quantitatively this result depends on the method used. If we use standard method then we find that substitution is relatively high. Stochastic frontier gives usually lower result. The result also differs along plant size and industry.
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Glossary

Production Function is a quantitative or mathematical description of the various technical production possibilities faced by a firm. The production function gives the maximum flow of output(s) in physical terms for quantity flows of the factors of production in physical terms. 
 Elasticity of Technical Substitution Responsiveness of a firm to price changes in the substitute of an input. It is measured as the ratio of proportionate-change in the relative quantity of two inputs to the change in their relative prices. Elasticity of technical substitution shows to what degree two inputs can be substitutes for one another.

Chapter 1

Introduction
Ukraine has a very energy-intensive industry from the Soviet period. Most industrial enterprises in Ukraine use energy very inefficiently because the old system gave very few incentives to use energy-saving technologies. After the collapse of the USSR prices for all energy sources in Ukraine rose, but still Ukraine continued to import energy at relatively low prices. Moreover increase in energy prices was offset by the increased demand for Ukrainian main export products. Taking it all together we see that Ukraine had very low incentive to improve the situation. That makes Ukrainian industry one of the most energy inefficient in the world. For a long time Russia exported gas to Ukraine at a price of 50 dollars per cubic meters. At the beginning of 2006 Russian government declared that it is going to increase the price up to 200 dollars. After long negotiations the price was set at a level of 95 dollars per cubic meters. It was possible due to the fact that is a transportation link to the European countries and has a power in setting the price for transportation of Russian energy sources through Ukraine. The price for 2007 for agreed at the level of 130 dollars.       

When the increase in prices was declared many articles in the press declared that it will lead to the bankruptcy of the Ukrainian enterprises, especially chemistry and metallurgy where gas constitute a big part of prime cost. According to Blue Ribbon report at 2006 gas price more than 120 dollars per cubic meters was a critical price at which most of the chemistry plants could operate. For metallurgy this critical price was estimated at 160 dollars per cubic meters (due to the fact that metallurgical plants can switch from gas to coke). Now having the results of 2006 we can say that increase in gas prices negatively influenced the performance of many industries but actually the outcome was not so dramatic as predicted and did not prevented the pace of economic growth in Ukraine. Chemical enterprises can still make positive profits and metallurgical enterprises were able to overcome this problem thanks to increase in the world steel prices. 

Ukraine still has gas prices lower than its neighbors and it is going to increase. That is why it is important for enterprises to restructure their technologies and become to use more energy efficient equipment while the prices for are high but still allow plants to make profit. A lot of Ukrainian enterprises started certain actions in this direction. According to UNDP the highest energy efficiency can be gained in metallurgy (35% of the total potential) and chemistry (11% of the total potential).

The process of modernization can take a long period of time and require a lot of money. From 2005 “Azovstal” started a project that is directed to switching blast-furnace to the use of coke. Two out of six furnaces are already reconstructed. Modernization of each furnace takes 60-65 million dollars. These measures will help to reduce gas consumption by 23 million of cubic meters each year. “Azovstal” is also going to exploit new system of controlling over gas consumption. This will help to reduce gas consumption by 36 million cubic meters annually.

 “Mariupol Illich Steelworks” in June 2006 started to introduce pulverized coal injection on its blast furnaces. It is expected that new technology can operate in two and a half years. It will help to economize 70 thousand cubic meters per our which is 70.1 million per year

“Yenakievskiy Steelworks” is building coal-dust complex. It will cost 50 million euro. The complex is going to be launched in 2008. Economy will be about 189 million cubic meters per year.

“Zaporozhstal” is going to spend about 1.1 billion dollars on modernization. It is going to switch from open-hearted   production to converter production. The first converter will be launched only in 2009. The whole process of modernization can take 6-7 years.

  “Mittal Steel Kryvyi Rih” switches its blast furnaces from gas to coke of higher quality.  According to the steel plant announcement it is going to invest 325 million in modernization. It will lead to economy of about 190 thousand cubic meters annually.

  “Donetsk Steelworks” completely switched from gas to coal-dust fuel.

   “Alchevsk Steelworks” is going totally invest 1.4 billion dollars over the period of 2007-2010. It is going to decrease gas consumption by 80 percent.

“Azot Cherkasy” is investing 400-600 million dollars during the period 2007-2010. The maim aim of the program is to cut high energy costs.

A lot of other examples can be found in other industries even if these industries are not so energy intensive.

The experience of Central European countries gives a good example for Ukraine. Such countries as Poland, Hungary and Czech Republic also had high energy intensive production in their social past. But reforms helped them substantially reduced energy consumption. The Blue Ribbon report, 2006 gives us example of Poland that reduced energy use per unit of GDP from 0.82 kilogram of oil equivalent in 1991 to 0.44 in 2004. Huge part of this improvement was thanks to development of small and medium size firms.   

From the written above we see that even though increase in energy prices negatively influence Ukrainian economy the results are not so dramatic as expected before. The price for gas stays still low in comparison with its neighbors.  Now many enterprises began to restructure its technologies for more energy efficient technologies. That is why we putted the question:  “Does energy price increase stimulate enterprises to use energy more efficiently?” To investigate this question we try to answer whether energy as input and capital are substitutes or complements and how elastic this substitution is. In the literature we can't find definite answer to the question whether they are substitutes or complements. The results differ from country to country and sometimes we even see contradictions in results for a single country. We are going answer to this question in case of Ukraine. If we find that energy and capital are complements, then energy price increase lead to decrease in use of capital. This case is possible due to the fact that increase in energy prices can lead to decrease in output and thus decrease in use of  all factors of production. On the opposite, if energy and capital are substitutes then we have the evidence that energy price increase will lead to increase in the demand for capital. That means that firms replace old capital by new, more energy efficient one. In the latter case we see effect of energy-saving policy of enterprises.
The paper proceeds as follows. At first we will review previous studies. We will start with macro studies and then switch to micro studies. Third chapter will provide the idea of estimation of the production function with iterative Zellner’s efficient technique. Then we will describe our data source and explain variable construction. And then we provide results for the Ukrainian industry. The results are provided for the whole sample, by plant size and by industries.
Chapter 2

LITERATURE REVIEW

After the oil crises in 1970s economists and policy makers began to pay great attention to the performance of energy-saving technologies. The analyses of energy-saving technologies can be presented by capital-energy substitution. 

To measure substitution studies use the concept of the elasticity of substitution that was introduced by Hicks. It showed how changes factor price ratios influence the distribution of income between these two factors.  This concept helps to measure how easily one factor can be substituted for another. This measure is appropriate only for two variables case.

Allen (1937) generalized the original Hicksian elasticity of substitution to many-factors case as 
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where Xi  are the inputs, fi is the partial derivative of the production function  F with respect to Xi , 
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From definition we see that Allen elasticity of substitution is symmetric:  AESij=AESji .

Most of the studies estimate translog cost (production) function based on the data for manufacturing sector.

Economic literature differs greatly in the substitution estimates and provides contradictory answers to the question whether energy and capital are substitutes or complements. A lot of studies tried to reconcile the differences in these answers. Some authors suggested that time-series capture only short-run effect and cross-section can capture long-run effect. Other explanations were i) difference in data sets; ii) functional form (some authors excluded materials from trunslog function); iii) difference in elasticities (gross elasticities versus net elasticities); iv) measurement of capital. But Solow (1987) claimed that most of the studies were based on macroeconomic data, while it is more appropriate to use micro data. Also some studies showed that AES is not a good measure of substitution. Results based on micro data showed that energy and capital are substitutes for U.S. manufacturing. Some authors claim that one should account for allocative inefficiency when estimate cost function.
An early paper about energy-capital substitution was by Berndt and Wood (1975). The authors investigated substitution possibilities between energy and nonenergy inputs in the US manufacturing using time series from 1947 to 1971. They used translog cost function with four inputs: capital (K), labor (L), energy (E) and other intermediate materials (M). Their assumptions about production function were constant return to scale and that any technical change affecting K, L, M, E is Hicks-neutral. To consider substitution possibilities they used Allen elasticity of substitution (AES). Their findings were that technical possibilities for substitution between energy and nonenergy inputs are present but to limited extent. Quantitive results showed that 1) input demand is responsive to prices (own price elasticity is -0.5); 2) energy and labor are slightly substitutable (Allen elasticity of substitution between energy and labor is 0.65); 3) energy and capital are complements (AES is -3.2). Many studies before were based on weak separability. Weak separability assumes that marginal rate of substitution between two inputs is independent of the quantity of other inputs. Berndt and Wood found that their data does not support this assumption.

Griffin and Gregory (1976) criticized Berndt and Wood’s results. The main criticism was due to data: Berndt and Wood used time series. Griffin and Gregory claim that time series data shows only short-run response to change in prices and in short run it is likely to arrive at conclusion that energy and capital are complements.   But in the long run it is more expected that energy and capital are substitutes due to fact that new equipment can be used to get higher energy efficiency and increasing capital costs. To capture the long run response in prices Griffin and Gregory suggested to use cross-sections and applied translog function to international data for manufacturing. They chose nine industrialized countries in four benchmark years (1955, 1960, 1965, and 1969).  The authors argue that this data have the following advantages: 1) input price variation is far greater then in previous studies (especially true for energy prices due to intercountry differences in tariffs and trade policy); 2) it better shows long run adjustment as “price differences tend to be the result of long-standing national tariff, indirect taxes, and industry subsidies.” They try to use the same translog methodology as Berndt and Wood but some deviations were made. The first difference is that they consider only 3 inputs: capital, labor, and energy. The assumption of weak separation from materials was necessary because of lack of information about materials prices across countries.  Comparing the results of the two studies we can say that Griffin and Gregory have the same conclusion about energy-labor substitution (at least in sign) but a significantly different conclusion from the view of energy-capital substitution. Griffin and Gregory estimated AES ranges from 1.02 for Belgium to 1.07 for the United States, thus showing that capital and energy are substitutes.

Robert Pindyck (1979) also uses international data to catch the long-run effect but extended the model by inclusion of individual fuels in the model. He assumed that group of capital, labor and energy is weakly severable from the forth input, material, that is marginal rate of substitution between any two of the first three inputs is independent of the quantity of materials. Again, this assumption was due to lack of information about material prices among countries. Pooled time series from    1963 to 1973 for cross-section of ten countries showed that elasticity of substitution for energy and capital is positive, indicating that these inputs are substitutes. The largest values are for the United States (1.77) and Canada (1.48) and the smallest for the United Kingdom (0.36). Thus, this study contradicts Berndt and Wood’s results and support Griffin and Gregory’s result.

Ozalatay et. al (1979) also used pooled cross-sectional time-series data for seven countries for the year 1963-1974 The included capital, labor, energy, and materials in the model, making no separability assumption and confirmed Griffin-Gregory’s result that energy and capital are substitutes by showing that AES is positive for all chosen countries (AES=1.22 for the US).

In 1979 Bernd and Wood published a paper where they tried to explain why authors gave the results different from theirs. They developed an analytical framework to show the possibility of energy-capital complementarity.  They also claim that Griffin-Gregory estimates are upward biased, since they used KLE rather than KLEM (capital-labor-energy-materials) model.   Empirical results confirmed the possibility of energy and capital to be complements. They used annual US manufacturing time series data. Although capital and energy were found to be gross substitutes in US manufacturing, they also net complements. Gross price elasticity is conditional on fixed output, whereas net elasticity permits output to respond to price changes. From this we can write net elasticity as a difference between gross elasticity and scale elasticity, where scale elasticity measures response of output to price changes. The gross substitution effect (0.133) is dominated by the expansion effect (scale elasticity= -0.462) and gives us net elasticity of -0.329. This elasticity is significantly different from zero. To prove robustness of the result they used pooled data for Canadian manufacturing by region from 1961 to 1971. Again, they found that energy and capital are gross substitutes but net complements. But in case of Canada negative net elasticities are insignificantly different from zero.

Field and Grebenstein (1980) tried also reconcile these different results. They tried to explain the divergence by differences in the capital measure. Berndt and Wood used a “service price” approach. Griffin and Gregory used value added approach to estimate the cost of capital. While Berndt and Wood found complimentarity between physical capital and energy, Griffin and Gregory established that working capital and energy are substitutes.  To show this empirically Field and Grebenstein used cost function with four inputs: physical capital, working capital, labor and energy (no materials because of data problem). They investigated ten manufacturing sectors in the US. For four sectors they conclude that energy and physical capital are complements. For the remaining 6 results were insignificant (three with positive sigh and three with negative).Thus, they conclude that physical capital and energy are complements. Results for working capital and energy are the opposite. In five of the ten sectors the elasticities are significantly positive and in five are statistically insignificant. So, empirically they showed that working capital and energy are substitutes.

Blackorby and Russell (1989) showed that Allen elasticity of substitution is not a good measure for factor substitution. They also showed that alternative measure, namely Morishima Elasticity of substitution (MES ), has better properties. This measure is defined as:
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It can be rewritten in terms of cross-price elasticities as:

where Eij is cross price elasticity of factor demand. From this we see that MESij≠MESji , MES is not symmetric. 
The authors demonstrated that MES is better according to the following advantages:

1) MES is a measure of the ease of substitution;

2) MES is a statistic that measures the effect of price changing on factor shares (the purpose for which elasticity of substitution was originally defined);

3) MES can be interpreted as a logarithmic derivative of a quantity ratio with respect to price ratio. 

Thomson and Taylor (1995) took eight studies about energy-capital complimentarity and reestimated the elasticities by using Morishima price elasticity and found that energy and capital are substitutes. Additionally MES are not as highly variable as AES. In total, 92 elasticities that were considered ranged between -22.40 to 18.60. 70% of AES were positive and 30% negative. Mean of AES was just 0.17 but variance of 20.60. MESs give different results. Only four are negative, giving strong evidence that energy and capital are substitutes. Variance of MES estimates is 0.54 is less than 3% of the AES variance. Reestimated results for Berndt and Wood showed that MES for capital and energy is 0.31 (substitute). MES for Griffin and Gregory’s study varies from 0.87 to 0.94.

We see that several papers were written about energy-capital substitution based on aggregated country level data. The results are notably contradictory. Many researchers tried to explain the differences and to reconcile the studies. In 1987 Solow stressed that the empirical disagreement can not be reconciled because “these studies apply partial equilibrium model to data which is sufficiently aggregated”. Aggregated data capture not only technical substitution but the whole range of economic responses to energy price change. Solow developed the model that helps to understand that aggregate data can exhibit substitution or complementarity among inputs even if no technical substitution is possible. The previous studies were not valid from Solow’s point of view. The solution to this problem can be found in the fact that factor substitution is microeconomic rather than macroeconomic phenomenon. It is better to explain this concept by looking at microeconomic data. But still, if the concern is broad response of the economy to price change then we can use aggregated data. 

Nguyen (1997) used micro data from more that 11.5 thousand US manufacturing plants to resolve the question of substitution. The author stresses that cross-section has some advantages. Namely, they got data at a single point in time and thus capture factor substitution controlling for technological and market structure changes .Also cross-section data helps to obtain more observations in comparison with previous studies where time-series were used. Their results showed that micro data provide more precise estimates. Estimates based on micro data are highly significant. Estimates that were based on aggregated data had higher standard errors and some coefficients in translog function were not significant. These facts helped the author to conclude that elasticities based on micro data are more robust and more reliable. By estimating Allen elasticity substitution the author found that capital and energy are weak substitutes.   Morishima elasticity of substitution also give evidence that they are substitutes but to a much greater extent. MES energy for capital is 3.59 and MES capital for energy is 1.31. Nguyen also got results based on aggregated data and showed that aggregation lead to upward bias. By aggregation author also showed that AES are very sensitive to data change and level of aggregation. This helps to prove that Morishima elasticity of substitution is a better measure for energy capital substitution.

In 1999 Nguyen and Streiwiser tested the hypotheses that energy-capital substitution varies with the plant size. The question whether small firms are more flexible than large firms is important as in the US economy small businesses play a significant role and largely contribute to economic growth. The authors explained that the difference in size of elasticity can come from the fact that small firms are ruled by owners that try to maximize their profits, while large firms are ruled by managers whose aim are to maximize their own utility function. From this we can say that small production units will efficiently adjust their input mix when prices change. Large firms will respond to changes much slower. Empirically we can expect that elasticity of substitution in small production units is larger than that in large firms. To test this theory the authors use translog production function for the US manufacturing sector. Estimation is used for the whole data, by sectors and for various plant size. AES showed that energy and capital are substitutes in small production units and complements in larger units and small firms are more flexible in substituting energy and capital. But as it was shown it is more appropriate to use Morishima elasticity of substitution. MES shows that capital and energy are strong substitutes. Data by industries also gives the same result. They also found that degree of substitution quite similar across all plant size: for firms with 20-55 employers MES=3.78 and for 500-999 employers MES=3.84. Authors concluded that small plants are as flexible as large plants in input substitution and energy price change will not be disproportional on any class size in US manufacturing.

For developing countries this question is not deeply investigated.  The problem for developing countries is that their production function couldn’t be characterized by standard neo-classical models because of the deviation from cost-minimizing behavior. Christopoulos and Tsionas (2002) studied this problem for Greece and proposed to modify the cost function by taking into consideration allocative inefficiency.  Shankar et al. (2003) used generalized method of moments to estimate production function and find estimates of AES for Hungary’s agriculture.

Most of the studies are based on neoclassical principles and thus assume that enterprises minimize costs (maximize profits). Christopoulos and Tsionas (2002) claim that most firms are inefficient (don’t minimize costs) and this assumption will lead to biased estimates and in some cases this bias can be substantial. The ability of the firm to allocate inputs according to their market prices and their marginal productivities is called allocative efficiency. Allocative inefficiency of a firm is costly as the profitability of the firm is lower than the potential one. The extent to which a firm is not efficient in the allocation of their resources can be identified and measured by unobservable shadow prices. To avoid the bias authors accounted for allocative inefficiency by considering shadow cost function. Using time-series from 1970 to 1990 for a set of Greek manufacturing industries they have drawn the conclusion that capital and energy are substitutes (Allen elasticity of substitution is positive and statistically significant).  
Shankar et al. (2003) investigated substitution between energy and capital in Hungary’s agriculture. They used panel data methods, generalized method of moments to estimate translog production function and estimated substitution elasticities. The estimate for AES between energy and capital was 7.98, indicating that they are strong substitutes. MES also indicated that energy and capital are substitutes: MESKE=1.56 and MESEK=0.56.
Summarizing the previous studies we can conclude that i) it  is better to use the micro data; ii) Morishima elasticity of substitution is a better measure than Allen elasticity of substitution; iii) plant size can influence the energy-capital substitution in case of Ukraine.

Chapter 3

MetHODOLOGY
We assume that there is a twice differentiable production function that relates output (Q) to four inputs: capital (K), labor (L), energy (E), and materials (M):      

Q=F (K, L, E, M)
We also assume that the production function is characterized by constant returns to scale and Hicks-neutral technical change.

The transcendental logarithmic, or translog, function is the most frequently used in empirical studies to estimate elasticities of substitution. Translog function gives second-order approximation to any production function. Translog production function in our case reads:
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where Xi are inputs, a0, ai, bij are parameters to be estimated for i, j=K, L, E, M.


According to our assumptions and properties of the translog function we have to impose the following restrictions:

i) Our production function should satisfy the symmetry conditions bij=bji . It is due to the fact that 
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ii) If the production function exhibit constant returns to scale then

lnQ(λX1, …,λXn)=ln(X1,…,Xn)+lnλ.

This implies the following restrictions on the parameters:
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One can estimate translog production function directly, but we can gain in efficiency by estimating cost share equations. Assuming cost minimization, constant returns to scale and using Euler’s theorem we get the following cost share equation system:
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Differentiating (1) with respect of each factor input we get the following cost shares for translog function:
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We add a random disturbance term ui to the production function and to each cost share equation, i=K, L, E, M. The cost shares sum to one. Therefore, the disturbance covariance matrix of the share equations (5) is singular. To solve this problem one should drop one of the equations. The results are invariant to the equation dropped if we use iterative Zellner’s efficient estimator (IZEF). We follow most of the studies and drop material cost share equation. In the remaining three equations we use restriction (3) to substitute biM by linear combination of bij : 
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The estimates for translog production function are based on the results of IZEF used for the following 3 equations:
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As symmetry conditions are imposed the number of estimated parameters reduced from 12 to 9. Five estimates in the omitted material share equation can be derived from the rearranging restrictions (2) in terms of the estimated parameters:
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(7)
Based on the estimated results Allen elasticity of substitution (AES) can be computed. Allen (1938) has defined the partial elasticity of substitution between inputs i and j as
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where Xi  are the inputs, fi is the partial derivative of the production function  F with respect to Xi , 
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. From this definition we see that Allen elasticity of substitution is symmetric: AESij=AESji. Positive (negative) AESij indicates that that inputs i and j are substitutes (complements).
Berndt and Christensen (1973) showed that for the case of translog production function AES as it is written in (8) can be estimated by the following formula:
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where matrix G is written in the form
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 is the determinant of the bordered Hessian of G, 
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 is the cofactor associated with element gij in G, Si is the actual input cost share.

Cross-price elasticity of factor demand (Eij) is found as 
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Here Eij is the percentage change in the quantity of input  i resulting from 1% change in the price of the j’s input, other things being equal.

AES is related to the cross-price elasticities of demand for factors of production as:

Eij=Sj*AESij                                                                                     (12)

Hence even we have AESij=AESji  in general Eij ≠Eij .
From (12) we see that AES is just cross-price elasticity divided by cost share, which has little relationship to the original concept of substitution defined by Hicks (Hicksian elasticity showes how changes factor price ratios influence the distribution of income between these two factors).   
Alternative measure of elasticity is Morishima elasticity of substitution. Morishima elasticity of substitution (MES) we calculate according to the following   formula:

MESij=Eji-Eii
MESji=Eij-Ejj                                                                                     (13)                 
MES measures the percentage change in the ratio of input j to input i when the price of input i changes by one percent.   
Chapter 4

DATA DISCRIPTION

To estimate elasticities we took panel data from Derzhkomstat. Originally this data contained 61325 firms that provided information from 2000 to 2005 or at least for one of these years. In 2004 we had 43702 manufacturing firms out of total 49584 firms in the Ukrainian manufacturing (Derzhkomstat statistics). Unfortunately not all firms provide complete information.  We excluded year 2000 as there were no results for materials and year 2005 as information about energy sources was absent. For many firms some of the variables where not reported or reported zero of one (some) factor(s). If we have that a factor is underreported for a specific firm, that means that it cost share is also very low and we can have very big elasticity in absolute value for these firm (it can be seen from formula 12). This problem is very acute for small firms. That is why we keep firms with number of workers more or equal to 10. We also drop firms for which there were no information about either wages or energy or capital. Finally we have 3503 firms for years 2001-2004. For firms with 10 or more workers it is 14.2 percent of the original sample. For firms with number of workers 100 or more we have 28.3 percent of the firms (2420 out of 8537). In 2004 total number of workers was 1689 thousand workers. That is about 41 percent of the total number of people that were occupied in Ukrainian manufacturing in 2004 (4123 thousand). 

Our sample presents all the main manufacturing industries in Ukrainian economy. Number of firms in the sample and its percent from the total number of firms in a specific industry can be seen on the figure.

Figure1. Number of Firms by Industries
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The most of firms in our sample comes from food industry. We have 156 firms from chemistry and 250 firms from metallurgy. These two industries are important for us as they are the most energy intensive. Our sample represents 10 and 7 percent of the total number of firms in Ukrainian chemistry and metallurgy respectively. 
To construct variables we use the following procedures:

Capital (K): We approximate capital by the depreciated costs (value of the fixed capital minus depreciation). Capital costs (CK) are given by the sum of depreciation and total investment into fixed capital.
Labor (L): Labor is defined as number workers in the firm. Labor costs (CL) represent the total wages to the workers          

Energy (E): Energy as input factor is approximated by the sum of expenses on electricity and gas.  Energy costs (CE) are also sum of expenses on these energy sources.  

Materials (M): Materials and materials costs (CM) are given by the total material expenses without energy costs.

Output (Q) is approximated by the net revenue of the enterprise. 

Total costs are counted as sum of costs of all factors of production (C=CK+CL+CE+CM). Further when we use the concept of total costs we mean the formula defined above.

Cost share of factor i defined as a ratio of factor costs to total costs: Si=Ci/C.

We use industrial producer price index to present variables in prices of 2001 (see appendix2).          
We can classify enterprises by sector of industry.
Descriptive statistics for the main variables given in the following table:

Table1. Summary Statistics for Output and Inputs (Year2004 in Prices 2001)

	Variable
	Units of
measurment
	Mean
	Std. Dev.
	Min
	Max

	Output
	Thousand UAH
	50132.74
	323303.2
	2.74
	9601860

	Capital
	Thousand UAH
	17819.55
	112040.5
	1.37
	3936665

	Labor
	Workers
	560
	2178.905
	11
	70767

	Energy
	Thousand UAH
	3236.435
	27064.81
	0.69
	698011.4

	Materials
	Thousand UAH
	27488.55
	201673.9
	3.43
	5679352


Descriptive statistics for other years see in appendix3. Our sample represents the firms with number of workers of 10 and more. We observe high volatility in al the variables. That is the specific of the Ukrainian economy. In the soviet times Ukrainian economy had large plants and now some of these large enterprises continue to operate in the Ukrainian economy.

Next we look at average share of all factors of production in total costs:

Table2. Cost Shares by Years

	Year
	2001
	2002
	2003
	2004

	Capital
	16.62
	16.98
	16.54
	14.47

	Labor
	9.91
	11.12
	9.95
	9.30

	Energy
	11.27
	11.03
	9.60
	8.03

	Materials
	62.20
	60.87
	63.91
	68.20

	Total
	100
	100
	100
	100


The figures indicate that cost shares were relatively stable during the considered period: about 14.5-17% goes to capital, 10-11% to labor, energy takes about 7%, and the greatest part constitute material costs – about 61-64% in 2001-2003 and 68.2% in 2004. Cost of energy in 2001-2002 is about 11 percent. Then we observe decrease in the energy share to 9.6% in 2003 and 8.03% in 2004. But it does not mean that enterprises spend less on energy. On average energy consumption in comparison to 2001 increased by 16.4% and 34% for years 2003 and 2004 respectively. The decrease in energy, capital, and labor shares in 2004 was due increase in material cost shares.           

Of cause cost shares can vary by industries. The following table presents the results for cost shares for the main industries.

Table3. Cost shares by the main industries (Year 2004)

	Industry
	Number of
 firms
	% of total
	Capital
	Labor
	Energy
	Materials

	Food
	1083
	30.92
	14.88
	12.91
	6.26
	65.95

	Textiles
	204
	5.82
	16.75
	41.10
	5.54
	36.62

	Leather
	34
	0.97
	19.24
	23.96
	3.80
	53.01

	Wood Products
	79
	2.26
	17.05
	22.84
	6.95
	53.17

	Pulp and Paper
	202
	5.77
	15.79
	24.14
	3.28
	56.79

	Petrolium and
Coce products
	31
	0.88
	14.79
	11.84
	4.49
	68.89

	Chemistry
	156
	4.45
	19.53
	9.62
	32.64
	38.20

	Rubber and
Plastic products
	100
	2.85
	15.97
	13.78
	5.91
	64.34

	Metallurgy
	250
	7.14
	7.92
	6.36
	9.02
	76.69

	Machinery 
	394
	11.25
	15.64
	26.68
	5.80
	51.89

	Electrical Apparatus
	250
	7.14
	16.11
	26.69
	5.21
	51.99

	Transport Vehicles
	130
	3.71
	14.89
	25.55
	4.59
	54.97


This table presents the results for the main industries – 83% of the sample. Capital cost for metallurgy is approximately 7% of the total. For the remaining industries costs of capital varies from about 15% to 19.5%. The highest capital share has chemical industry (19.53%). The most labor intensive industry is textiles. Costs of labor constitute more than 40% of the total costs for this industry. For most of the industries labor cost constitutes 23-27 %. As labor is the biggest share in textiles and energy is the biggest share for chemicals we observe relatively low value for material costs. We have big materials share for metallurgy. For the remaining industries material cost either from 51-57 % or 64-68 %. Energy costs take 4-7% for most of the industries. In metallurgy energy cost take about 9% of the total. The leader in the energy use is chemistry: 32.64% of the total costs. These numbers for energy use represent only gas and electricity costs. 

In our investigation of elasticities we are going to use methodology that takes into account technical inefficiency. To bring the idea that Ukrainian firms are inefficient we would like to show that many of them have net revenues less than total cost. 

Figure2. Number of Firms with Net Revenues Less than Total Costs
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We see that 32.8% (1149 out of 3503) of the whole firms had net revenues less than total costs. By years this number of firms decreases over time: about 990 in 2002-2003 and 885 in 2004. But still more than 25% fell into this category in the year 2004. Here we use the variable of total costs that was defined by us above. In reality net revenues are compared to the total expenditures and according to Derzhkomstat in the considered period number of unprofitable firms was 38-41%.

The number of firms with net revenues less than total costs looks the following: 

Figure3. Number of Firms with Net Revenues Less

than Total Costs by industries
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In our sample the lowest percentage of unprofitable firms is in Coke production (16%). The highest has leather industry (47%). For the remaining industries percent of the unprofitable firms varies from 22 to 29 %.

We see that many firms do not make positive profit. That is why is it difficult to rely on the thickness that was developed under assumption of firm efficiency.
Chapter 5

EMPIRICAl TESTs AND RESULTS

5.1. Production Function Estimation
Estimation results of the translog production function (1) are presented for the sample of 3503 enterprises over the period 2001-2004. The function is estimated under symmetry conditions (2) and the assumption constant return to scale (3). Three methods are used: i) iterative Zellner’s efficient estimator (IZEF), which is a technique to estimate seemingly unrelated regressions, ii) stochastic frontier analyses with time –invariant efficiency effects, iii)  stochastic frontier analyses with time –varying efficiency effects. 

SURE gives us parameters that are highly statistically significant. When we estimated stochastic frontier with time-varying efficiency effects we also got quite good results: get all parameters significant, except two (the cross-effect of capital and energy and the cross effect of labor and energy). The same pattern we have for stochastic frontier with time-invariant efficiency effects, but here we also get insignificant intercept. Time-invariant and time-varying models give very similar estimates. 

Table4. Parameter Estimates of the Translog Production Function

	 
	SURE
	 
	SFA(TI)
	 
	SFA(TV)

	Variable Name
	Estimate
	St. Err
	 
	Estimate
	St. Err
	 
	Estimate
	St. Err

	Intercept
	
	
	
	7.5828
	19.8254
	
	8.1536***
	0.6725

	Time
	
	
	
	0.018***
	0.0029
	
	-0.4022***
	0.0447

	LnK
	0.1125***
	0.0021
	
	0.0975***
	0.0169
	
	0.0858***
	0.0171

	LnL
	0.4327***
	0.0021
	
	0.4698***
	0.0214
	
	0.4755***
	0.0213

	LnE
	0.1581***
	0.0012
	
	0.2004***
	0.0189
	
	0.2031***
	0.0188

	LnM
	0.2967***
	0.0053
	
	0.2323***
	0.0145
	
	0.2356***
	0.0144

	LnK*LnK
	0.068***
	0.0008
	
	-0.0391***
	0.0053
	
	-0.0357***
	0.0054

	LnK*lnL
	-0.0131***
	0.0006
	
	0.0168***
	0.0062
	
	0.0155**
	0.0062

	LnK*LnE
	-0.0062***
	0.0004
	
	0.0079
	0.0050
	
	0.0048
	0.0051

	LnK*lnM
	-0.0487***
	0.0018
	
	0.0144***
	0.0039
	
	0.0155***
	0.0039

	LnL*lnL
	0.1039***
	0.0008
	
	0.054***
	0.0094
	
	0.0644***
	0.0094

	LnL*lnE
	-0.0165***
	0.0004
	
	-0.0003
	0.0065
	
	-0.0040
	0.0064

	lnL*lnM
	-0.0742***
	0.0017
	
	-0.0705***
	0.0046
	
	-0.0759***
	0.0046

	lnE*lnE
	0.0559***
	0.0004
	
	0.0497***
	0.0067
	
	0.0554***
	0.0066

	lnE*lnM
	-0.0333***
	0.0011
	
	-0.0572***
	0.0041
	
	-0.0562***
	0.0041

	lnM*lnM
	0.1562***
	0.0047
	
	0.1133***
	0.0045
	
	0.1166***
	0.0045

	***Significant at 1%level, ** Significant at 5% level, *Significant at 10% level
	 


The theory of the production function tells that the function has specific properties. It is informative to see whether our production function is well-behaved. The function is well behaved if it is monotonic (non-decreasing) in inputs and quasi-concave in inputs. Monotonicity means output increases as we have increase in inputs. It implies marginal products are nonnegative. We checked monotonicity at the means of variables. All three methods provide results that satisfy monotonicity at mean. We also checked for how many observations marginal product (MP) is non-negative: 

Table5. Percentage of points where marginal product is nonnegative

	
	SURE
	SFA(TI)
	SFA(TV)

	MPK≥0
	97.58%
	78.58%
	79.77%

	MPL≥0
	95.60%
	99.93%
	99.87%

	MPE≥0
	87.97%
	84.87%
	84.28%

	MPM≥0
	99.39%
	99.91%
	99.91%


We see that marginal products of labor and materials are non-negative in more than 95% cases. This result is true for all three methods. For capital and energy the results are not so good but steel monotonicity condition meets fairly well. 

Consider what negative marginal product, for example for capital, can mean. Assume that we have two firms with the same resources (labor, energy, materials) but one of them has more capital. But this firm with more capital can not produce as much as the second firm, which has less capital.  It can be because the first firm uses capital less efficient. This situation can also be due to the fact that firm keeps all inputs constant but make investment into capital. Firm can buy new equipment and use new methods. But it also should train workers how to use it. This learning process can take quite a long period of time and at the initial step input can even decrease. One more explanation can be due to input congestion (for example, when there too many workers for the unit of capital). 

The concavity condition means that marginal products are non-increasing (law of diminishing marginal productivity). The concavity condition holds if the bordered Hessian is negative definite. We constructed bordered Hessian with the mean values of variables and checked for definiteness of the matrix. All eigenvalues were negative, thus confirming that function is quasi-concave at least at means of the variables. This result is true for all three methods. 

Many authors indicate that “the rejection of either the monotonicity or the concavity condition does not necessarily imply that the elasticity estimates are incorrect” ( Nguyen, p.22).

5.2. Own and cross-price elasticities of demand

The next table presents estimates of price elasticities of demand (E). The standard approach is to evaluate these elasticities at the sample mean. The problem with this approach is that estimates the elasticity for a typical firm. This estimate is done only at one point and can be very sensitive to the point where this statistics is estimated. Ukrainian economy has big variation in the plant size and if we just take the average of all factors of production and then estimate elasticity at this point it can be very misleading. We propose to estimate elasticity for each firm and then just to take average. But in this case average can be very sensitive to the outliers. We propose to cut-off 1% of outliers from both sides. 

Considering the elasticities we find that all own price elasticities (Eii) are responsive to changes in their own prices (the only exception is energy own price elasticity estimated with time-varying method, where elasticity is insignificant). It can be noticed that results for elasticities can depend on the assumption imposed: whether we believe that firms are efficient (SURE method) or we take into consideration inefficiency and estimate with stochastic frontier method. As estimates of stochastic of time-invariant and time-varying stochastic frontier are very close to each other we get very similar elasticities estimated by this to methods. According to these results the most responsive to changes in its own prices is labor (-1.19 by TI method and -1.14 by TV method). That means that if price for labor (wages) increases by 1% then demand for labor goes down by 1.14 % (time-varying method).The least responsive is energy. By time-invariant method the elasticity is negative but very low (-0.08) and by time-varying method it is even positive but insignificant (0.05). SFA provides the same own price elastisities for capital and materials (-0.57 for TI method and -0.58 for TV method).  

Table6. Cross-price elastisities (Eij)
	 
	SURE
	 
	SFA(TI)
	 
	SFA(TV)

	Variable Name
	Estimate
	St. Err
	 
	Estimate
	St. Err
	 
	Estimate
	St. Err

	EKK
	-1.05***
	0.0427
	
	-0.57***
	0.0011
	
	-0.58***
	0.0010

	EKL
	0.11***
	0.0214
	
	0.08***
	0.0038
	
	0.09***
	0.0044

	EKE
	0.03***
	0.0093
	
	0.08***
	0.0026
	
	0.07***
	0.0015

	EKM
	0.95***
	0.0512
	
	0.41***
	0.0064
	
	0.42***
	0.0059

	ELK
	0.1***
	0.0147
	
	0.11***
	0.0044
	
	0.12***
	0.0046

	ELL
	-0.81***
	0.0492
	
	-1.19***
	0.0281
	
	-1.14***
	0.0376

	ELE
	-0.0100
	0.0150
	
	0.14***
	0.0107
	
	0.1***
	0.0077

	ELM
	0.75***
	0.0543
	
	0.91***
	0.0372
	
	0.87***
	0.0469

	EEK
	0.07***
	0.0168
	
	0.24***
	0.0051
	
	0.19***
	0.0027

	EEL
	-0.11***
	0.0391
	
	0.53***
	0.0224
	
	0.44***
	0.0173

	EEE
	-0.16***
	0.0507
	
	-0.08*
	0.0460
	
	0.0500
	0.0461

	EEM
	0.19***
	0.0618
	
	-0.67***
	0.0683
	
	-0.65***
	0.0602

	EMK
	0.32***
	0.0099
	
	0.13***
	0.0016
	
	0.14***
	0.0015

	EML
	0.39***
	0.0160
	
	0.38***
	0.0086
	
	0.42***
	0.0107

	EME
	0.09***
	0.0088
	
	0.06***
	0.0104
	
	0.03***
	0.0103

	EMM
	-0.79***
	0.0274
	
	-0.57***
	0.0191
	
	-0.58***
	0.0202

	***Significant at 1%level, ** Significant at 5% level, *Significant at 10% level 


We also find that SFA method gives negative estimate to elasticity of substitution of materials for energy: 1% increase in materials prices leads to decrease in energy demand by 0.65%. All other eleven of twelve cross-price elasticities are positive. This gives us the result that these factors of production are substitutes. But these elasticites are less than one, indicating that demand is inelastic. One percent increase in energy prices lead to increase in demand for capital by 0.07 percent. Increase in capital prices capital prices lead to increase in demand for energy by 0.19 percent. These values are small but significant. Based on this we can conclude that energy and capital are weak substitutes.

The results based on cross-price elasticities are limited as it measures how change in one input price lead to adjustment in another one input, not taking into consideration adjustment that can be done in other factors of production.

As we see from (12) Allen elasticity of substitution is just cross-price elasticity divided by factor cost share. Cost share is always less then unity. What we will get is just cross price elasticity but in larger magnitude. That is why we will get the same conclusion about energy-capital substitution in qualitative value but more elastic (bigger quantitative value).  That is why we can not trust Allen elasticity of substitution. Large values of Allen elasticity overstate the degree of substation between any two factors. Many empirical studies came to this conclusion. We also estimated Allen elasticity of substitution and found that these coefficients are huge. We used standard approach and estimated Allen elasticity of substitution at the mean of the shares. Results are especially huge when we estimated substitution for energy. As the average of the energy shares is small we got the result that AESEE takes values from -79 to -132 by different methods (for comparison Nguyen got AESEE=-202). That is why we report these results only in the appendix. 

5.3.Morishima elasticity of substitution

The problem with cross-price and Allen elasticities of substitution can be resolved by using Morishima elasticity of substitution (MES). This elasticity gives information how relative input adjusts to change in an input price. Again we encounter the problem as with cross-price elasticity. We need to find a figure that will reflect what the average substitution for all firms is. The standard approach estimates the production function and then based on this estimate the elasticity at average of cost shares. The results for this method are presented in the appendix. This method indicated that capital and energy are substitutes. If we assume efficiency of the firms then MESKE=2.09. Stochastic frontier gives us the result of energy-capital substitution that is lower than this: 0.38 for time-invariant model and 0.46 for time-varying.
May be its better to take not average of the shares but find average share in the considered sample. That is not to sum up shares and divide by number of firms but to calculate total expenditures on the factor over all firms and then divide by the sum of total cost over the all firms. In both cases we have one point estimate and our results can be very sensitive to the point that will be used.               

 We propose another solution to this problem. We will estimate Morishima elasticity of substitution for each observation separately and then just take the average. The estimate of elasticity depends on two things: coefficients that have production function and shares of factors of production. Firms can report the results that are not true. It can lead to the result that some shares of factors of production are much far from the true values. Especially it is true when we deal with share of energy because firms often report energy expenditures lower then they are. For this reason estimate at some observations can be very big. That is why we cut off one percent of observation from both sides, where these values are big and very reliable. We present the result in then table below.

Table7. Morishima elasticity of substitution

	 
	SURE
	 
	SFA(TI)
	 
	SFA(TV)

	Variable Name
	Estimate
	St. Err
	 
	Estimate
	St. Err
	 
	Estimate
	St. Err

	MESKL
	1.16***
	0.0474
	
	0.68***
	0.0039
	
	0.71***
	0.0042

	MESKE
	1.11***
	0.0487
	
	0.8***
	0.0051
	
	0.77***
	0.0031

	MESKM
	1.39***
	0.0514
	
	0.7***
	0.0022
	
	0.72***
	0.0020

	MESLK
	0.9***
	0.0560
	
	1.27***
	0.0249
	
	1.23***
	0.0339

	MESLE
	0.66***
	0.0596
	
	1.75***
	0.0418
	
	1.63***
	0.0506

	MESLM
	1.19***
	0.0646
	
	1.57***
	0.0367
	
	1.55***
	0.0489

	MESEK
	0.16***
	0.0534
	
	0.17***
	0.0444
	
	0.03
	0.0453

	MESEL
	0.13**
	0.0550
	
	0.23***
	0.0455
	
	0.02
	0.0468

	MESEM
	0.28***
	0.0560
	
	0.14**
	0.0559
	
	0
	0.0556

	MESMK
	1.74***
	0.0734
	
	0.98***
	0.0253
	
	0.99***
	0.0258

	MESML
	1.54***
	0.0788
	
	1.49***
	0.0557
	
	1.44***
	0.0683

	MESME
	0.98***
	0.0813
	
	-0.1
	0.0829
	
	-0.08
	0.0741

	***Significant at 1%level, ** Significant at 5% level, *Significant at 10% level 


Analyzing the results we found that SURE and SFA can give quite different results. But in any case we found that all factors of production are substitutes, with the exception of substitution of energy and materials when price for energy goes up when estimated by SFA method (we found that MES is negative but insignificant). The two SFA methods give mostly the same results, but MESEJ, where j=K, L, M, are found to very close to zero by time-varying method. All three results indicate that materials and labor are substitute and this substitution is elastic. Time varying method shows that one percent increase in material prices lead to 1.55 % percent increase in the labor materials ratio and one percent increase in labor prices lead to 1.44 percent increase in materials labor ratio. This gives us the result that materials and labor on average can be relatively easily substituted.  We also see that substitution can be done between pairs capital-materials and capital-labor. Time varying method shows that one percent increase in materials lead to increase by 0.72 percent in capital-material ratio and one percent increase in capital price lead to 0.99 percent increase in material capital ratio. 

Under assumption of efficiency we find that one percent increase in energy prices lead to 1.11 increase in capital energy ratio. Stochastic frontier gives us smaller elasticity: 0.8 and 0.77 respectively for time-invariant and time-varying methods. All three methods also tell us that response of energy capital ratio to increase in capital prices is much smaller. SURE indicate that capital price increases by one percent, energy capital ratio only increases by 0.16 percent. Similar result we have by time-invariant method (elasticity equal to 0.17). Time-varying methods estimate is 0.03 and insignificant.

5.4. Results by plant size

The results can vary by plant size. That is why differentiated firms by their size. The criterion of the size was number of workers. As number of workers varies over time we decided to take average number of worker over four years.  Initially we differentiated by six categories,      but as in estimating stochastic frontier we uncounted with the problem of flat regions for some of the considered categories.  That is why we considered only tree categories: firms with the plant size from 10 to 99 workers (small firms), from 100 to 999 (medium firms), and firms with 1000 and more workers (large firms). 

We estimated production function for each plant category separately. For small and medium plants monotonicity holds for reasonable number of observations and it holds at mean of the data.  For these categories we concave (at least at mean of the data) function. For large plants monotonicity and concavity does not hold at mean. But as discussed above it results for elasticities still holds. 

Generally the higher the plant size the lower the substitution. For small plants all factors of production are substitutes. For average plants we see that increase in energy prices lead to decrease in material energy ratio. We also observe insignificant elasticities: MESEK, MESME. And when we look at large plants we have six elasticities with negative sign and three that are insignificant. For big enterprises we observe that pairs capital-labor, energy-labor, and materials-labor are complements. That is if price for either capital or energy or materials go up then large plant decrease its demand for labor.

Table8. Morishima elasticity of substitution by plant size

	 
	Employment plant size

	 
	10-99
	 
	100-999
	 
	≥1000

	Variable Name
	Estimate
	St. Err
	 
	Estimate
	St. Err
	 
	Estimate
	St. Err

	MESKL
	1***
	0.0034
	
	0.58***
	0.0035
	
	-0.2***
	0.0564

	MESKE
	0.9***
	0.0134
	
	0.78***
	0.0073
	
	0.49***
	0.0574

	MESKM
	0.99***
	0.0018
	
	0.6***
	0.0030
	
	0.74***
	0.0213

	MESLK
	0.62***
	0.0836
	
	1.04***
	0.0129
	
	-2.33***
	0.2462

	MESLE
	0.67***
	0.1087
	
	1.86***
	0.0326
	
	-1.08***
	0.1316

	MESLM
	0.75***
	0.1156
	
	1.2***
	0.0296
	
	-2.48***
	0.2929

	MESEK
	0.4***
	0.0877
	
	0.06
	0.0552
	
	0.09
	0.1687

	MESEL
	0.34***
	0.0833
	
	0.13***
	0.0453
	
	0.16
	0.1195

	MESEM
	0.39***
	0.0873
	
	0.05
	0.0784
	
	0.26
	0.2469

	MESMK
	1.13***
	0.0366
	
	0.74***
	0.0417
	
	0.78***
	0.1200

	MESML
	0.71***
	0.1259
	
	1.07***
	0.0713
	
	-1.62***
	0.3681

	MESME
	0.76***
	0.1129
	
	-0.71***
	0.1380
	
	-1.33***
	0.4849

	***Significant at 1%level, ** Significant at 5% level, *Significant at 10% level 


One percent increase in energy prices lead to increase in labor energy ratio by 0.67 percent for small plants, 1.86 percent for medium plants but decrease in labor energy ratio by 1.08 percent for large plants. If wages increases by one percent then we have 0.34 percent increase in energy labor ratio for small firms, 0.13 percent increase for medium firms. For large firms this value is positive but insignificant (0.16). 

Independently of the plant size we find that capital and energy are substitutes. But the bigger the size the more difficult for firms to substitute this factor. One percent increase in energy prices will lead to an increase of 0.9 percent, 0.78 percent, and 0.49 percent in the capital-energy quantity demanded by small, medium, and large plant respectively. Response of energy-capital ratio to capital prices is less: 0.4 for small plants and insignificant for medium and large plants (0.06 and 0.09 respectively). 

5.5. Results by industries

Our results can also be different by industries. Each industry can be characterized by its own production function and thus the results can be different. We estimated production function by three methods for 12 main industries. These industries in total constitute 83 percent of our sample. For many industries we found violation of monotonicity and concavity at the mean, when we used stochastic frontier approach.  

All three methods tell us that increase in energy prices lead to increase in capital energy ratio. The only exception was when we estimated elasticity for petroleum and coke production when estimated by IZEF method. This result can be not very representative as we have the least number of firms (31) as well as when we analyze leather where we have only 34 firms.  For the remaining industries we generally observe the fact that the highest values of elasticities provide us the case when we assume efficiency of the firms. 

Among industries the highest level of substitution has pulp and paper and paper (1.68) and machinery (1.03). Metallurgy has coefficient of 1.45 if it is estimated with SURE and 0.85 under time-varying stochastic frontier. The results for chemistry are 1.47 and 0.85 respectively.

Table9. Morishima elasticity of substitution by industries

	 
	SURE
	 
	SFA(TI)
	 
	SFA(TV)

	Industry
	MESKE
	St. Err
	 
	MESKE
	St. Err
	 
	MESKE
	St. Err

	All Industries
	1.11***
	0.0487
	
	0.8***
	0.0051
	
	0.77***
	0.0031

	Food
	0.74***
	0.0928
	
	0.59***
	0.0222
	
	0.61***
	0.0237

	Textiles
	1.39***
	0.1807
	
	0.96***
	0.0289
	
	0.88***
	0.0191

	Leather 
	1.31***
	0.4258
	
	0.16***
	0.0261
	
	0.5***
	0.0168

	Wood products
	1.14***
	0.3355
	
	1.08***
	0.0194
	
	0.97***
	0.0221

	Pulp and Paper
	1.26***
	0.1992
	
	1.68***
	0.0854
	
	1.68***
	0.0854

	Petrolium and 
Coke Production
	0
	0.9185
	
	1.71***
	0.2790
	
	1.3***
	0.2441

	Chemistry
	1.41***
	0.1719
	
	0.26***
	0.0476
	
	0.88***
	0.0234

	Rubber and 
Plastic Products
	1.33***
	0.2984
	
	0.55***
	0.0661
	
	0.73***
	0.0675

	Metallurgy
	1.45***
	0.1883
	
	0.69***
	0.0103
	
	0.85***
	0.0056

	Machinery
	1.47***
	0.1432
	
	0.92***
	0.0086
	
	1.03***
	0.0120

	Electrical Apparatus
	1.57***
	0.1611
	
	0.83***
	0.0391
	
	0.78***
	0.0257

	Transport Vehicles
	1.33***
	0.2449
	
	1.33***
	0.0170
	
	1.28***
	0.2666

	***Significant at 1%level, ** Significant at 5% level, *Significant at 10% level 


Chapter 6

Conclusion

The paper investigates energy efficiency opportunities for Ukraine. We putted the question how energy prices influence the energy efficiency of the Ukrainian enterprises. To answer this question we estimated elasticity of substitution between energy and capital. 
In the literature there is no definite answer to this question. Reviewing the previous studies helped us to avoid the main problems that can arise in investigating this problem. For example, it is better to use micro data than macro data. This lead us to the use of data source of industrial firms in Ukraine.  Many studies got different result because of the functional form they use: some studies included three factors of production (capital, labor, energy) and some added to these factors materials. The result differed substantially because of the bias that we have when we have omitted variable. That is why we used the functional form with four factors of production. One more important issue discussed in the literature is estimation of the function if we deal with the problem of inefficiency.  For developing countries assumption of firm efficiency is unlikely to be true. That is why it important to take inefficiency into consideration. We solve this problem with the help of stochastic frontier analyses. 

By analyzing the data we found that 25-30 percent of the firms in the sample had net revenues less then total cost. Official data says that in 2001-2004 unprofitable firms constituted 38-41% of the total. It is hard to believe that these firms will be efficient.  That is why we keep traditional (SURE) methodology as a benchmark for our estimates, but use stochastic frontier as an estimate of the production frontier. 
Based on the estimate of the production function we found elasticities of substitution. We started the estimation applying our methodology to the whole data set. Based on the SURE results we found that Morishima elasticity of substitution of energy for capital is 1.11. It is lower then in the studies of Nguyen where they found that for the USA industry this measure is 3.777.   Further if relax the assumption of efficiency and estimate our function through the stochastic frontier, we find that this elasticity is lower and equal to 0.8 (time-varying efficiency model).   
Then we tried to see how plant size can influence the elasticity of substitution. We considered three categories (small, medium and large) of the size and found that for the most elastic substitution is for small firms. For large plants we found that many factors of production are complements. But elasticity of substitution of energy for capital was significant and positive (0.49).
Then we also differentiated the firms by the industries and found that all three methods and in all industries increase in energy prices lead to increase of capital energy ratio.
Among industries the highest level of substitution has pulp and paper and paper(1.68) and machinery (1.03). Metallurgy has coefficient of 1.45 if it is estimated with SURE and 0.85 under time-varying stochastic frontier. The result for chemistry are 1.47 and 0.85 respectively.

From the written above we can see that increase in energy prices lead to the increase in the capital energy ratio. We can have different numerical result depending on the method that we use but in most cases we found that energy and capital are substitutes. In most cases SURE gives us higher result then the stochastic frontier. 

Substitutability of energy for capital gives us the result that increase in prices for energy should stimulate Ukrainian firms to invest into modernization of its production. Unfortunately the level of substitution was not found very high. That means that the process of adaptation to the new prices will not be so easy. But while Ukraine has relatively low prices (comparatively to its neighbors and comparatively to the higher prices) enterprises should take the chance of restructuring their technologies for more energy efficient one.
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