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The thesis investigates the structure of macroeconomic shocks affecting Ukraine and compares the shocks to those occurring in EMU, Central and Eastern European States as well as Russia and Belarus. The shocks are recovered using the Structural VAR with long-run restrictions based on the IS-LM framework. It is found that Ukraine is more similar to Russia than to EMU with correlation of shocks of Ukraine with Russia being comparable in size to correlation of shocks of Germany or France vis-à-vis EMU.
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Chapter 1

Introduction
Following the collapse of the Soviet Union, the member countries embarked on the different paths of development. Some of them have managed to carry out swift liberalization and successfully pursue reforms, while others have achieved significantly less progress in reforming their economies.

From the onset of their independence Baltic States have proclaimed EU membership as their primary aim which they successfully implemented in the year 2004. Others have seen their further development in retaining close links with Russian Federation and two forms of cooperation recently emerged: Single Economic Space (Russia, Belarus and Kazakhstan) and Union State Treaty (Russia, Belarus). Ukraine is also a member or an observer in a number of other organizations in the region: GUAM, Black Sea Economic Cooperation, Eurasian Economic Community and a participant in the European Neighbourhood Policy. The most heated discussion in recent years has however been focused on European Union vs. Single Economic Space membership perceived by many as mutually exclusive processes.

Ukraine has declared EU membership as its ultimate goal. However its success towards reforming the economy and bringing it closer to the European standards has often been questioned. 

This study attempts to investigate the readiness of Ukrainian economy to join the European Union by comparing cyclical behaviour of Ukrainian economy to current EU members vs. former Soviet Union states which is to the best of my knowledge the first attempt of such type of research done for Ukraine.

Any country wishing to join the European Union must meet Copenhagen Institutional Convergence Criteria and Maastrich Economic Covergence Criteria. They are required to ensure that the country is politically and economically ready to join the European Union, its economy is fledged enough to withstand competition, its broad macroeconomic performance will not be disruptive and will not require specific actions on the part of the European Central Bank.

The success of Ukraine in fulfilling these criteria has been mixed. Legislative and administrative environment in Ukraine lags behind the countries which are the next ones to join the EU, namely Bulgaria, Romania, Croatia and Turkey. Macro performance of Ukraine is somewhat better and at times Ukraine outperforms the old EU members. Among major macro indicators set by the Maastrich Treaty, such as inflation, public debt and budget deficit, only inflation is above the maximum threshold.

Convergence criteria ensure that business cycles are synchronized between all member countries reducing the need for independent monetary policy which is no longer possible under monetary union. Divergence in business cycles may be the result of different shocks affecting the economy or different reaction to a common shock. The latter can be caused by different output composition, different financial structure of the economy or different reaction of policy makers. 

The theoretical framework for analysing the desired features of the countries seeking to form economic agreements reaching as far as adopting fixed exchange rates between themselves was first put forward by Robert Mundell (1961), followed by McKinnon (1963) and Kenen (1969). 

In the upcoming years and in light of the breakdown of the Bretton-Woods System the researchers focused on the advantages of flexible versus fixed exchange rates (Ramos and Clar, 1999). With the intensification of the monetary integration process in Europe the debate focused on whether the EU conforms to Optimum Currency Area (OCA) criteria with attention being paid to factor mobility, flexibility of wages and prices, fiscal transfers, etc. To name just a few, Bayoumi and Prasad (1997) compare differences in output and labour market adjustment in the US and EU with general conclusion being that EU is less suitable for monetary union than the US. Bayomi and Masson (1995) addressed the issue of taxes and fiscal transfers in Canada and the US and found that although national governments in EU are as effective in cushioning asymmetric shocks as federal governments in Canada and US, the European Structural Fund Programme is much smaller in size comparing to the transfers between states in Canada and the US.

Another stream of economic research has paid attention not to the ability of potential members to adapt to shocks but rather to the probability of appearance of asymmetric shocks. For example, Buscher (1999) analyzes business cycles synchronization in Europe using One-Way-ANOVA to study the magnitudes of fluctuations and a balanced panel with fixed effects to detect common and country specific shocks. Ramos and Clar (1999) among other issues study whether most shocks occurred at national or sectoral level and how the relative importance of the above named types of shocks changed over time.

The approach that is used in the study was first developed by Blanchard and Quah (1989). In their seminal paper The dynamic effects of aggregate demand and supply disturbances structural vector autoregression was applied to recover demand and supply shocks that affect the economy. This approach with variations and extensions has been applied to various countries but mostly to EU. Bayomi and Eichengreen (1992) studied correlation between supply and demand shocks for EU member states, Boone (1997) extended the model using Kalman filter to obtain the dynamic measure of evolution of shocks over time. Chamie, de Serres and Lalonde (1994) develop a state-space model to detect common and specific components of structural shocks in EU and the US states. (Ide and Moes, 2003). The relevance of the use of the approach based on the IS-LM framework which has been subject to criticism for lack of micro foundations, unsuitability for policy evaluation, etc. is discussed in Gali (1992)

The study will adopt the model of output, real interest rate, real money balances and inflation based on IS-LM framework and a vertical AS that allows for identification of aggregate supply, IS, money supply and money demand shocks. The estimation is carried out using the SVAR technique with the following restrictions: of all shocks only aggregate supply shocks have long-run impact on output, money supply shocks do not have an impact on real money balances in the long-run, money supply and money demand shocks do not have a long-run impact on real interest rates (Jordan and Lens, 2003).

The model is estimated for the three groups of countries: euro area, new EU member states and the former Soviet Union states and particularly Ukraine. The estimates of the shocks obtained from the empirical model are used to compare how similar is Ukraine to EMU member states and also to the FSU states in terms of the shocks that affect the economies. 

The similarity of shocks is assessed using correlation coefficients but also applying state-space model developed by Boone (1997) which relies on the Kalman filter technique to estimate time varying parameters

The next step is assessing the similarity of responses of macroeconomic variables to the above mentioned shocks by considering impulse response functions. Analyzing the shock adjustment process is important because even though the countries may be subject to the same shocks, different structures of economy may result in different responses what in turn makes it difficult for common monetary policy to equally suit all new members.

The analysis of similarity of shocks between Ukraine and EMU as well as responses of the economies to the shocks can be a basis for the estimation of the costs Ukraine can incur if it joins the EMU and hence assessment of the degree of its readiness for the membership. Although absolute values of the criteria (correlation coefficients, estimates from state-space model) cannot be justified, a comparison with EMU and new EU members states that are soon to become members of the monetary union can serve as a benchmark.

The variables used for model estimation are GDP, money supply, CPI and interest rates on a quarterly basis. The data is taken from the International Financial Statistics database of the IMF, United Nations Economic Commission for Europe statistical database, OECD statistical database and the data set collected from national statistical offices of FSU by the Benczur et al (2006).

The study is structured in the following way. Next section presents a literature review on the topic followed by a data description section. Methodology part contains theoretical formulation of a model used to identify structural VAR and a description of econometric techniques used. Empirical section presents analysis of the estimation results and the last section concludes. Detailed estimation outcome tables and charts as well as descriptive statistics are presented in the appendices A through D.
Chapter 2
Literature Review

By joining a monetary union a country loses control over its monetary policy and an exchange rate. For the common monetary policy to equally suit all member countries, macroeconomic shocks these countries are subject to, as well as their reaction to the shocks should be similar.

The debate over costs and benefits of forming monetary union known as Theory of Optimum Currency Area was launched by Mundell (1961), followed by McKinnon (1963) and Kenen (1969). The idea is based on the fact that by fixing exchange rate countries lose ability to adjust to asymmetric shocks via exchange rates and monetary policy. High factor mobility, including that of labour would ease adjustment process to asymmetric shocks, financial markets integration would alleviate the adjustment through capital flows, just as diversification of production and consumption patterns within but not among regions would tend to ease the adjustment. Kenen (1969) suggested that existence of the fiscal transfers system between states of the area would serve the same purpose.

The problem with the initial analysis of the costs and benefits of the optimum currency areas was lack of the unified framework and almost no empirical testing in the early works. In seventies a spur of literature on the topic took a more systematic approach, weighting costs and benefits against each other, but was still deprived of any significant empirical support (Paolo, 2002).

A number of more recent papers have explicitly or implicitly evaluated usefulness of the OCA criteria in determining potential costs of forming a currency union. Not only labour mobility but the characteristics of the labour markets may be crucial for costs-benefits analysis. Bruno and Sachs (1985) show that when wage setting process is centralized, one might expect lower wage increase in case of negative supply shocks compared with the case of more decentralized labour unions (Paolo, 2002). Mann-Quirici (2005) finds that Lucas critique can be applied to labor market adjustments once countries form a monetary union that is whether the wage flexibility increases in the absence of independent monetary policy. Empirically studying the cases of the US states in the onset of their monetary integration and the introduction of gold standard in selected countries he comes to the conclusion that wages exhibit a more pro-cyclical behavior meaning that they take some of the burden of adjustment in the case of negative shocks. However, increase in capital mobility that comes with monetary unification may also bring with itself heavier costs on labor markets as negative shock may cause capital flight worsening unemployment in the affected region (Copaciu, 2004).
Other dimensions of labor markets apart from wage and geographical flexibility have also been named. Employment flexibility meaning the ability of employers to adapt their working patterns to changes in demand for final products so that existing labor supply fit into these, just as the functional flexibility of the labor force meaning the ability to acquire new skills (HM Treasury Report, 2003). However, these factors should be viewed with respect to the long rather than the short-run.

Bayoumi and Masson (1995) addressed the issue of taxes and fiscal transfers in Canada and the US and found that although national governments in EU are as effective in cushioning asymmetric shocks as federal governments in Canada and US, the European Structural Fund Programme is much smaller in size comparing to the transfers between states in Canada and the US.

Usefulness of an exchange rate as an effective shock absorber has been another heavily investigated issue over the last decade. Clarida and Gali (1994) addressed this issue using structural VAR approach based on the restrictions stemming from the Mundell-Fleming-Dornbusch model with sticky prices in the short-run and money-neutrality in the long-run. They investigate data for the United States, Germany, United Kingdom and Canada and find that the majority of variation in real exchange rates is coming from real shocks meaning that flexible exchange rates are indeed cushioning real shocks to some extent.
Later studies on the EU have questioned the usefulness of exchange rate in absorbing shocks for EU member states. Canzoneri et al (1996) estimated output innovations in Germany, Austria, the Netherlands, France, Italy and Spain. Their findings suggest that most of the shocks that cause variability in output do not cause variability in exchange rates and the latter is more affected by monetary rather than real shocks. This suggests that exchange rate was not effective shock absorber for the prospective EMU members. In general, for large industrialized countries as opposed to smaller ones, exchange rate is believed to play higher role in absorbing shocks (Borghijs, 2004).
Similar studies were later done for countries that have originally not joined the EMU. Thomas (1997) looking at Swedish data finds that the share of fluctuation in the exchange rates caused by real shocks is comparable to that of the countries to join the EMU, furthermore the share of the demand shock among all real shocks is higher than in the EMU member states suggesting that the cost of adopting fixed exchange rate is reduced under such circumstances because demand shocks might be more easily alleviated by the controllable fiscal policy. Similar conclusions hold for the UK (Funke, 2000)
Another stream of economic research has paid attention not to the ability of potential members to adapt to shocks but rather to the probability of appearance of asymmetric shocks. 
Buscher (1999) analyzes business cycles synchronization in Europe using One-Way-ANOVA to study the magnitudes of fluctuations and a Balanced Panel with Fixed Effects to detect common and country specific shocks. He finds that country-specific shocks are in fact important for small EU states, namely Portugal, Ireland and Finland. Ramos and Clar (1999) among other issues study whether most shocks occurred at national or sectoral level and how the relative importance of the above named types of shocks changed over time. Their conclusion is that although national shocks are more important than sectoral ones, the view that sectoral specialization in Europe can potentially be the source of asymmetries cannot be discarded. 
The approach that will be used in the study was first developed by Blanchard and Quah in the seminal paper The dynamic effects of aggregate demand and supply disturbances where the authors apply structural vector autoregression to recover demand and supply shocks that affect the economy. In the two-variable model of unemployment and output used in Blanchard and Quah (1989), an aggregate demand shock is assumed to have no impact on growth in the long run. The idea behind the approach is that if the supply and demand shocks and the adjustment to process of the economy are similar across potential monetary union members then the need for independent monetary policy is reduced. 
SVAR based models however are subject to Lucas critique and ideally should not be used if data has structural breaks, this being the main limitation for the use of the approach to evaluate suitability of a country to join monetary union. For this purposes models with “deep” parameters such as preferences and technology should be used, not a backward-looking model of the VAR-type.

However the importance of the Lucas critique in this respect is not absolute. Some studies attempted to analyze quantitative importance of the regime changes on the structural parameters. Rudenbusch (2002) uses structural break tests on parameters of VAR models calculated using the simulated data generated from empirical expectational models with policy changes and finds that the model is resilient to such policy shifts. Estrella and Fuhrer (1999) come to a similar conclusion and suggest that in each particular circumstances the relevance of Lucas critique is an empirical question.

At the same time the results in this particular study should not be subject to Lucas critique. In fact the model estimates EMU for the period 1995-2005, a time when exchange rate among member countries were irrevocable fixed, so the de facto introduction of euro should have not produce structural changes. At the same time CEE have not yet become part of the EMU.

The technique applied in the Blanchard and Quah (1989) however, does not distinguish between nominal and real shocks. An extended model first developed in Gali (1992), which includes GDP, interest rate, real interest rate and real money balances, allowed to identify both real and nominal shocks. The author pays significant attention to showing validity of the IS-LM framework for the modern economic analysis.
Bayomi and Eichengreen (1996) apply SVAR approach to European Union member states and finds positive correlation of shocks for the so called core European countries (Germany, France, Austria, Denmark, and Benelux). Boone (1997) extended the model using Kalman filter to obtain the dynamic measure of evolution of shocks over time. Chamie, de Serres and Lalonde (1994) develop a state-space model to detect common and specific components of structural shocks in EU and the US states. (Ide and Moes, 2003)

Until 1999, as Frenkel and Nickel (2002) report, empirical research based on the identification of demand and supply shocks was not used for CEECs. Not only the lack of the sufficiently long data series have contributed to that, but also the fact that prior that time the question of prospective EMU membership of CEECs was not an acute one. 

The first studies focused on the similarities of business cycles between CEECs and EMU states. Boone and Maurel (1999) study correlation in unemployment between Germany and CEECs finding relatively high correlation for more advanced of the CEECs states. Relatively high correlation between cyclical components of unemployment for Croatia, Hungary and Czech Republic are reported by Sonje and Vrbank (2000). 

One of the first papers that applied VAR approach to CEECs data was Frenkel at al. (1999).  The authors recover supply and demand shocks in CEECs and compare their correlation with EU as a whole and with separately with Germany and France finding considerable dissimilarity of shocks between CEECs and Germany and France, but not with the EU as a whole.

In the later studies, Frenkel and Nickel (2002) extend their work to compare correlation of shocks affecting CEECs individual EMU states with core European countries. The analysis reveals that fact that correlation of shocks of more advanced CEECs with Euro area and core EU states (Germany, France, and Italy) is no more different than the correlation of smaller EMU states with these countries.

Overall as summarized by Fidrmuc and Korhonen (2006) Hungary, Poland and Slovenia are reported by the majority of researches as having the highest level of business cycle synchronization with EMU member states and Germany in particular. Furthermore the degree of symmetry is comparable to that of Greece and Portugal. Whereas the only country to display negative correlation as evidenced by a number of studies is Lithuania.

The former Soviet Union member states other the Baltic countries have not been subject to much research with respect to the cyclical behavior of their economies in comparison to other states. Of those existent, Benczur et al. (2006) and Gulde et al. (2004) can be singled out.

Benczur et al. (2006) analyzes the correlation of business cycles for the group of 8 CIS states including Ukraine by looking the at similarities of macroeconomic time series with respect to co-movements, persistence and volatility with the purpose of determining whether common past of these countries has much effect on the business cycles on these countries once they became independent. The overall conclusion is made that this group of countries is distinct from other emerging economies in the fact that fluctuations are more volatile and less persistent. Furthermore several groups of countries with more similarities to each other can be distinguished: Belarus, Ukraine and Russia due their high degree of industrialization, Caucasian states perhaps as a result of their geographical location, size and openness.

Gulde et al. (2004) assess costs and benefits of forming monetary union between Russia and Belarus and come to the conclusion that although the countries are closely linked there exist dissimilarities in their business cycles, and institutionally Belarus is far behind Russia as evidenced for instance by high level of involvement of monetary authorities in financing budget deficits and different industries.

There exist a number of papers that directly or indirectly analyze compliance of Ukraine to Copenhagen and Maastricht criteria which are to be fulfilled by any acceding country and which are related to institutional and macroeconomic aspects respectively. Kuzio (2003), Vinhas de Souza et al. (2005), Hammerman (2005), to name just a few mostly come to similar conclusions that Ukraine lags behind both new EU member states and acceding countries like Bulgaria and Romania in terms of the institutional development. 

No papers though has considered business cycles similarity to assess readiness of Ukraine to join the EMU, a tool that has many times been applied with respect to current EMU members and newly accepted EU member states. This study will fill this gap carrying out this type of analysis for Ukraine and also will provide an alternative way to the one used in Benczur et al. (2006) to study the development paths of other FSU states and shed new light on the prospects of Russian and Belarusian monetary integration.
Chapter 3
Methodology

Structural Vector Autoregression used in the paper to recover real and nominal shocks affecting the economies under consideration is based on the approach originally developed by Blanchard and Quah which relies on the long-run restrictions. As the original approach didn’t allow differentiation between nominal and real shocks, an extension to the original model will be used in the study. The readers are encouraged to consult Gali (1992) for the relevance of the use of the IS-LM-Philips curve framework. The methodology applied in this study has in fact been intensively used in 1990s and in 2000s in the analysis of the readiness of the EU countries to form a monetary union and later on of the CEE states.

Following Keating (1992) and Jordan and Lens (2003) the theoretical foundation of the model can be presented by a set of equations of the IS-LM framework


[image: image75.wmf].000

.002

.004

.006

.008

2

4

6

8

10

12

14

16

18

20

R

e

s

p

o

n

s

e

 

o

f

 

G

D

P

 

t

o

 

S

h

o

c

k

2

-.010

-.005

.000

.005

.010

.015

2

4

6

8

10

12

14

16

18

20

R

e

s

p

o

n

s

e

 

o

f

 

R

E

A

L

_

R

A

T

E

 

t

o

 

I

S

 

S

h

o

c

k

-.012

-.008

-.004

.000

.004

.008

2

4

6

8

10

12

14

16

18

20

R

e

s

p

o

n

s

e

 

o

f

 

R

E

A

L

_

M

O

N

E

Y

 

t

o

 

I

S

 

S

h

o

c

k

-.005

.000

.005

.010

2

4

6

8

10

12

14

16

18

20

R

e

s

p

o

n

s

e

 

o

f

 

C

P

I

 

t

o

 

I

S

 

S

h

o

c

k

R

e

s

p

o

n

s

e

 

t

o

 

S

t

r

u

c

t

u

r

a

l

 

O

n

e

 

S

.

D

.

 

I

S

 

I

n

n

o

v

a

t

i

o

n

s




























(IS equation)


[image: image2.wmf]i

y

p

m

3

2

b

b

+

=

-


(LM equation)


[image: image3.wmf]y

y

=





































(AS equation)


[image: image4.wmf])

(

6

5

4

p

m

i

y

m

-

+

+

=

b

b

b





















(Money supply)

where the 
[image: image5.wmf]i

 is the interest rate, m is money supply, p is the price level, y is output. All variables except interest rate are in logs. The model is focused on the long-run and thus assumes vertical AS curve. Money supply equation assumes central bank pays attention to all the dependend variables of the considered system. The endogeneity issue that arises due to the appeareance of m on the right hand side of money supply equation does not pose a problem because it is the reduced form of the above system which is estimated.
Taking differences and specifying differences between current and previous period lefthand side variables not explained by explanatory variables  as shocks we arrive at
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Substituting
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from (6) into (8) we obtain:


[image: image11.wmf]MS

MD

u

u

i

y

p

+

+

D

+

D

=

D

9

8

7

l

l

l



























(9)
Simple form of expectations is assumed when expected inflation rate for the next period is equal to the current inflation rate. The system of equations (5)-(7) and (9) can be solved for the left-hand side variables in terms of shocks.
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Hence the above specified model presented in a reduced form provides the number of assumptions necessary to identify structural VAR model. The assumptions imply that changes in GDP are assumed to be affected in the long run only by aggregate supply shocks; real interest rate is affected only by aggregate supply and IS shocks, whereas real money balances are influenced by both aggregate demand and supply shocks but also money demand shocks and inflation can change due to all of the shocks appearing in the model.

The above specification is an appealing one as it does not impose any restrictions on the short-run behavior of economic variables and the number of restrictions matches necessary number of restrictions to exactly identify SVAR in four variables.

The SVAR model will estimate a vector of the following variables:
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All variables are assumed to be stationary. This allows representing the variables using infinite moving average process.
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where
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is the average of the series and 
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is a vector of above defined structural shocks

The corresponding reduced form VAR is
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where 
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are the residuals of the reduced form VAR. Writing VAR in terms of lagged values of original series and provided residuals are serially uncorrelated and homoscedastic allows us to estimate each equation by OLS.
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This yields us estimates of 
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. Structural shocks of structural representation of VAR in (16) can be represented as linear combinations of the disturbances from the estimation of reduced form VAR in (18). System (14) provides 6 restrictions on long-run impact multipliers from structural VAR and as shown in Jordan and Lens (2003) these restrictions are enough to identify structural shocks of the model represented by (16) and these correspond to aggregate supply, IS, money demand and money supply shocks.

The primary interest of the study is to compare cyclical behavior of Ukrainian economy with other CIS economies as well as EMU. To compare macroeconomic shocks between the economies correlation coefficients will be calculated for aggregate demand and IS shocks. Ukraine, Russia, Belarus are compared to EMU as a whole. The dynamic measure of correlation obtained from estimation of the state space model to be explained below is used to study the evolution over time of correlation of shocks between the above listed countries and Ukraine. The estimation will be carried for the period Q1995-Q42005 and is aimed to provide an answer whether Ukrainian economy resembles more economies of the former Soviet Union or is catching up on its western neighbors. 

Furthermore, to construct a benchmark for judging the similarity of business cycles, correlation between the shocks of CEE states vs. EMU as well as Germany and France vs. EMU will be calculated for 1993-2005 and 1993-1998 respectively.

To get time varying measure of convergence between Ukraine and CIS and CEEC state space model of the following form will be applied:

Measurement equation 
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State equations:
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where 
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are the series of an estimated shocks for countries i and j and at and bt are state variables which evolve according to random walk processes. If bt tends to 1 over time this means that series are converging to each other and vice versa.

In matrix notation 
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is serially uncorrelated, normally distributed disturbance with zero mean and variance Vt ;
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is also normal with zero mean variance-covariance matrix Qt. There is no contemporaneous correlation between the residuals 
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 and Ct-1 is uncorrelated with 
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. Time varying parameters matrix Ct is not observable is assumed to follow random walk process as specified by the state equations.

Let’s define measurement error as difference between actual value of Ct and value of Ct given by the measurement equation. The covariance of the error is denoted by Pt.
The idea behind Kalman filter is in repeated updating of state variable utilizing state and measurement equations. First, given the knowledge of Ct-1 we predict value of Ct using state equation (time update), then we correct (update) the value of Ct from the measurement equation at time t (measurement update). 

Proceeding more formally, let’s assume following Boone (1997) that we have some initial values  Ct-1 and Pt-1 and that we know Vt and Qt. This allows to estimate Ct and Qt using the information available at time t-1 within the time update part of the Kalman filter algorithm. The time update equations are:
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With this information utilizing the measurement equation we can predict the value of 
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And calculate the one-step-ahead prediction error:
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with the following covariance matrix:
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This leads us to the measurement update of the Kalman filter algorithm that allows to obtain updated predictions of Ct and Pt:
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These updated predictions are then used to calculate predictions for future periods.

As a matter of fact, one needs to know the values of Vt and Qt to be able to carry the above estimations. However, in practice, any initial values can be assumed and used to obtain values of Ct and Pt. Then, they are plugged into ML function which will gives new estimates of Vt and Qt which again can be used to obtain predictions for Ct and Pt, with the process reiterated until ML function reaches its maximum. The ML function to be estimated is a function of prediction errors:
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Chapter 4

Data description

In order to recover macroeconomic shocks of interest, as specified in the methodology part, SVAR in four variables is estimated for CEEC and CIS states and for EMU as a whole. The endogenous variables are GDP, interest rate, money supply and consumer price index as a measure of inflation. In one case industrial production is used as a proxy for GDP due to unavailability of data (Romania). Such approximation is not uncommon in economic literature and relatively high correlation between GDP and industrial production growth rates for other countries in the sample series justifies this approach.

The estimation of the model will be carried for three groups of countries: EMU area as a whole, new EU members (Bulgaria, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Romania, Slovakia, Slovenia) and CIS countries (Belarus, Russia, Ukraine). Other CIS member states are excluded due to very short time series, nonstationarity of the (differenced) variables and hence impossibility to apply the above introduced methodology

The data frequency chosen is quarterly and the sample period for comparison is Q1 1995 to Q4 2005, however for some countries it is shorter due to non-availability of data. Where possible for CEE states the structural VAR models were estimated for Q1 1994–Q4 2005 to utilize more observations. 

The decision not to use monthly data which would yield more precise estimates is based on the quality of such high frequency data. Indeed correlation between indices of industrial production of EMU member states is several times lower than correlation if quarterly series are used (GDP data is not available on monthly basis). Hence since the focus of the study is to track similarities between the economies the decision is in favor of shorter but perhaps less volatile quaterly GDP series. 

Data on GDP for EMU and most of the CEE states is obtained from the OECD statistical database, for the rest of the CEEC countries real GDP index from International Financial Statistics of the IMF is used. Data on GDP for CIS states is from the data set collected from national statistical offices by the Benczur et al (2006) and is in nominal terms. CPI is used to convert the above series into real into GDP at constant prices.
Consumer price index (CPI) is used as a measure of inflation in the estimation and for all the countries in the sample data is taken from International Financial Statistics database of the IMF. 

 For the measure of money supply, money as reported by IFS is used for all countries in the sample. To enable comparability between different countries in the sample, lending rate was chosen as a measure of interest rates. Money market rate which is frequently chosen when research is made on developed economies is not available for many of the CIS and CEE states.
All variables entering the model apart from interest rates will be first differences of natural logarithms of seasonally adjusted series. Descriptive statistics is available in the appendix A.
Chapter 5

Empirical Results

Vector autoregression approach requires all the variables entering the model to be stationary. Hence in all cases the series entering the model are tested for the presence of a unit root with the augmented Dickey-Fuller test. Real GDP growth rates, changes in real money balances and real interest rate were found to be stationary in all cases, whereas null hypothesis of a presence of a unit root in inflation series was not rejected for Bulgaria and Czech Republic. At the same time, series do not show any significant trend and alternative test, namely Phillips-Perron unit root test, rejects null hypothesis of a unit root at 1% significance level. Therefore, the same original specification was used for these countries as well.

In all cases estimated models were checked for adequacy by relevant tests, in particular for stability and the presence of serial correlation in the residuals with the LM test. The decision on the number of lags was made on the basis of the Akaike and Schwarz Information Criteria.

Following the estimation of a reduced form, long-run restrictions described in the methodology part were used to recover structural residuals and the long-run response patterns. 

Estimated reduced form residuals are linked to structural residuals through the following relationship:
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where e and u correspond to reduced form and structural residuals respectively. Estimation procedure in Eviews also standardizes structural shocks to have unit variances.
The estimates of the long-run responses associated with the system (14) for all countries in the sample are reported in the Appendix D. While results for Ukraine, which will be more deeply discussed, are reported in Table 1. 

The estimated coefficients, apart from C(2) (which is equal to 
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 in the IS-LM model set up) do not directly correspond to the coefficients in the underlying structural IS-LM model introduced earlier in the methodology part. Moreover IS-LM is the short-run model and hence cannot be used to analyze the long-run influences. Analysis of the impulse response functions will be done for this purpose later on. However, since C(2) is computed and directly corresponds to the 
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 in the IS-LM model set up, it can be still interesting to look at what theory would predict and how estimated values fit into theoretic explanation.

Table 1. Long-run response matrix. Ukraine
	Long-run response pattern:
	
	

	C(1)
	0
	0
	0
	

	C(2)
	C(5)
	0
	0
	

	C(3)
	C(6)
	C(8)
	0
	

	C(4)
	C(7)
	C(9)
	C(10)
	

	
	
	
	
	

	
	
	
	
	

	
	Coefficient
	Std. Error
	z-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	C(1)
	 0.039094
	 0.004427
	 8.831761
	 0.0000

	C(2)
	-0.000278
	 0.001142
	-0.243572
	 0.8076

	C(3)
	 0.055136
	 0.009661
	 5.707089
	 0.0000

	C(4)
	-0.042172
	 0.007881
	-5.351301
	 0.0000

	C(5)
	 0.007131
	 0.000807
	 8.831761
	 0.0000

	C(6)
	-0.006083
	 0.007341
	-0.828722
	 0.4073

	C(7)
	-0.003854
	 0.006254
	-0.616263
	 0.5377

	C(8)
	 0.045640
	 0.005168
	 8.831761
	 0.0000

	C(9)
	-0.020260
	 0.005802
	-3.492110
	 0.0005

	C(10)
	 0.033279
	 0.003768
	 8.831761
	 0.0000

	
	
	
	
	

	
	
	
	
	


C(2) corresponds to the long-run effect of the positive AS shock on the real interest rate. In this case, we have shifts in both IS and LM curves resulting in higher output and roughly unchanged real interest rate, which is consistent with the statistically insignificant C(2) estimated by the model.

More interesting insights can be gained from the analysis of the impulse response functions with respect to the estimated structural shocks. Before turning to analysis of impulse response function, it is worth reminding that the estimated model did not impose any short-run restrictions, hence short-run behavior is determined by the data.

 Chart 1 contains impulse response functions of GDP, real interest rate, real money balances and CPI to one standard deviation AS shocks.

Chart 1
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In line with the theory, AS shock has positive and statistically significant effect on GDP (this can be also seen by looking at C(1) coefficient from the long-run response pattern matrix which is positive and statistically significant) which rises by 4 per cent. The effect of AS on real interest rate is positive and initially statistically significant (at 10 per cent level, the chart with confidence intervals is available in the Appendix C), but very quickly subsides to zero. The increase might be explained by the spike in demand for loans in response to a positive supply shock. Effect of AS shock on CPI and real money balances is also statistically significant as seen from the values of C(3) and C(4). Negative effect of an AS shock on inflation which falls by almost 4.5 per cent in the long run is also consistent with the theory, and it is probably this factor that lies behind increase in the real money balances which in turn may have pushed real interest rate back to original level after four periods. 

Looking at the size of initial effects, one can notice that rise in the real interest rates almost coincides with the drop in inflation (about 1.5 per cent) leading to the conclusion that nominal interest rate has remained largely unchanged during the adjustment process. At the same time, an increase in the real money balances is higher than a decrease in inflation leading to the conclusion that nominal money supply may have increased due to monetary expansion. It is worthwhile to note that effect of AS on all variables stabilizes after about four periods. The effects of AS shock on all the variables appears to be stronger than of any other considered shocks.

The effect of the IS shocks on the variables of interest is shown on the Chart 2. GDP initially responses positively increasing by 0.8 per cent (significant but only at some 15 per cent level) and very quickly falls back to the original level (one has to remember that zero long-run effect of IS shocks on output is among the restrictions imposed by the model). Real interest rate rises in the fashion the IS-LM diagram would predict (rightward shift of IS curve). 

At the same time a decrease in the real money balances and CPI is observed. One might explain this by restrictionary monetary policy. This could explain a fall in real money balances together with decrease in inflation, but it is necessary to point out that responses of real money and CPI are statistically insignificant even at 10% level at any period following the shock as can be seen from the chart in Appendix C (long-run values responses to IS shock of real money balances and inflation, C(6) and C(7) are negative but statistically insignificant). At the same time effect on real interest rate is positive and statistically significant.

Chart 2


[image: image54]
Positive money demand shock initially negatively affects GDP, which falls by 1.1 per cent, but after four quarters the effect subsides. The originally negative effect on GDP can be due to an increase in the real interest rates. The inflation permanently falls by about 2 per cent and real money balances permanently increase by over 4 per cent. Such high effect on really money balances can be explained by expansionary monetary policy by National Bank of Ukraine to satisfy higher demand for money. 

Chart 3
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And finally the effect of money supply shock on the variables of interest is shown on the Chart 4.

As expected GDP originally reacts positively to the MS shock rising by 1.2 per cent (statistically significant value at 5% significance level). Prices react positively, initially increasing by 1.16 per cent but then further rising by 3.2 per cent. Real money balances increase by 2 per cent but rising prices bring real money balances to the original level in about 5 quarters. Behavior of the real interest rate is logical:

Chart 4
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due to a positive MS shock interest rate falls, but then rises again as real money balances fall. The only variable which is permanently affected by the money supply shock is the consumer price index, but again it has to be emphasized that the model restrictions imply that no real variables can be affected in the long run by increase in the money supply (there is no restriction on the long-run behavior of CPI in the model though).

In order to further consider predictions of the model, it is interesting to look at the generated shocks series. Chart 5 contains estimated MD, MS shocks and also inflation series for Ukraine for the period 1996Q1-2005Q3.

Chart 5

Ukraine: CPI, Money Demand and Money Supply shocks
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Just as one would expect from the operation of the money market, an increase in the money supply relative to the money demand typically coincides with higher inflation. Another interesting observation that can verify validity of the model estimates is a negative money demand shock in the forth quarter of the year 2004 - the time of the Orange Revolution with high expectations of financial crises by Ukrainian people. 

Analysis of supply shocks allows us to shed some light on the correctness of the estimates of the shocks delivered by the model (Chart 6).  Currency devaluation that took place during the financial crises in Ukraine in August 1998 when Ukrainian national currency was devaluated from 2,06 UAH/USD in the second quarter to 3,4 UAH/USD in the third quarter of 1998, can be treated as a negative AS shock since imported goods used as an inputs in production became more expensive, and this is clearly reflected in the estimated AS shocks series. At the same time, IS shock was positive in Q3 1998 (however followed by a significant negative IS shock next quarter). Similar picture can be observed in the fourth quarter of 1999 when as a result of poor monetary policy at the time of presidential elections Ukrainian hryvna was devaluated significantly again (from 4.47 UAH/USD to 5.22 UAH/USD)

Chart 6

Ukraine: Aggregate Supply and IS shocks
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As stated previously, the primary goal of the above analysis was to consider empirical validity of the Blanchard and Quah approach for the case of transition economy (Impulse responses in the case of Russia are similar, but Belarusian case is different). Impulse response functions for Russia, Belarus and EU are available in the appendix D and CEEC states estimates are not reported for space considerations.
Correlation of Shocks of CIS and CEEC economies

vis-à-vis Euro Area

The primary goal of this study is to compare the similarity of shocks that affect CIS, CEEC economies and EMU. Since real demand and supply shocks rather than monetary shocks are of importance, the analysis will focus on them. Table 2 contains correlation coefficients of supply and IS shocks for the two subperiods: Q1 1995 – Q4 1999 and Q1 2000 – Q1 2005.

Table 2. Correlation of AS and IS shock with EMU

	 
	AS
	IS

	Country
	1995-1998
	2000-2005
	1995-1999
	2000-2005

	Ukraine 
	0,15
	0,21
	-0,27
	0,12

	Russia 
	-0,06
	-0,009
	-0,02
	0,26

	Belarus 
	0,49
	-0,28
	-0,03
	-0,06

	Bulgaria
	0,06
	-0,32
	-0,014
	-0,02

	Czech Republic
	-0,3
	-0,08
	0,12
	0,27

	Estonia
	0,04
	0,15
	0,22
	-0,04

	France***
	0,4*
	-
	0,5**
	-

	Germany***
	0,56**
	-
	-0,03
	-

	Hungary
	0,05
	-0,22
	0,16
	0,33*

	Latvia
	0,18
	0,26
	-0,16
	-0,2

	Lithuania
	0
	-0,11
	-0,15
	0,05

	Poland
	0,32
	0,19
	0,12
	-0,05

	Romania
	-0,1
	-0,18
	0,03
	-0,15

	Slovak Republic
	0,03
	0,22
	0,4*
	0

	Slovenia
	0,17
	0,01
	0,1
	0,05



* Correlation coefficient significant at 10% level


** Correlation coefficient significant at 5% level


*** Estimation period is Q1 1995 – Q4 1998

First observation is that for all of the analyzed CEEC and CIS countries correlation coefficients are statistically insignificant. This may be due to the fact that indeed there is little correlation between the shocks affecting the economies. Imprecise estimates due to a small number of observations (20 and 17 in the first and second subsample respectively) is another reason. Merging subsamples does not render coefficients significant so in order not to loose the possibility to observe dynamics, two subperiods are reported (state space model used for estimation of time varying coefficients will be based on the whole sample).

Correlation of supply shocks for Ukraine with EU has slightly increased over the sample period and is generally higher than for most of the CEEC states in the sample (for example, Fidrmuc (2001) reports values of correlation of shocks for CEEC states similar in magnitude). Correlation of supply shocks of Russia is close to zero, but Belarusian case is somewhat different. Highly positive correlation in the first subsample (although still statistically insignificant) that turns into negative in the second period. The exact reason for this is unclear but one may note that Belarus unlike most of the FSU states has not suffered from a significant slowdown in economic development, and in fact, Belarusian GDP has followed a surprisingly similar path to EMU GDP in the 1995-2000 as is seen on the Chart 7 showing detrended deseasonalized GDP series for EMU and Belarus.

Chart 7 

Detrended real GDP index (Belarus) and GDP at constant prices (EMU)
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Estimation of a state space model for AS shocks correlation brings results similar to correlation coefficients (the reported values are coefficients in regression of EMU aggregate supply shocks on shocks hitting respective countries, and they are not equal to correlation coefficients but since estimated via SVAR shocks are restricted to have unit variance the values have to be more or less comparable). The significance of coefficients estimated by state space model corresponds to the significance of the simple correlation coefficients reported above (i.e. significant in those cases when correlation coefficients are significant).

Chart 8

Time Varying Coefficients for EMU vs. Ukraine AS shocks Regression
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As seen from the chart estimates yielded by the state space model, the results roughly correspond to correlation coefficients in sign and size: slightly higher values for the second subperiod, but still in the range of 0.05-0.1 (and statistically insignificant as in the case of simple correlation coefficients).

Chart 9

Time Varying Coefficients for EMU vs. Russia AS shocks Regression
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Estimates of the relationship between Russian and EMU aggregate supply shock yield a bit different picture from the one reflected by correlation coefficients. The first subperiod is characterized by a relatively high level of supply shock correlation between EMU and Russia while the second period is close to zero. At the same time, the tendency for AS shocks correlation between Belarus and EMU from state space model estimates is similar to estimations by simple correlation coefficients.

Chart 10

Time Varying Coefficients for EMU vs. Belarus AS shocks Regression
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Estimation of the relationship of the aggregate demand shocks in the case of Ukraine shows an upward trend just as the coefficients reported in Table 2. However, in the case of state space estimates the relationship never gets positive (Chart 11). A pronounced negative coefficient for IS shocks correlation at around first quarter of 1996 for Ukraine, Russia and Belarus might be due to the fact that in that period a very sharp negative demand shock took place in EMU leading to this negative value of state space model estimates for this period.

Chart 11

Time Varying Coefficients for EMU vs. Ukraine IS shocks Regression
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Relationship between demand shocks of Russia and EMU as shown in the Chart 12 reveals an upward trend but as in the case of Ukraine the sign of the coefficient remains negative throughout the whole sample period even though simple correlation coefficients show positive sign in the second subsample.

Chart 12

Time Varying Coefficients for EMU vs. Russia IS shocks Regression
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Chart 13

Time Varying Coefficients for EMU vs. Belarus IS shocks Regression
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The overall conclusion that can be made from the analysis of the AS and IS shocks is that CEEC economies appear to be no more similar to EMU in terms of shock affecting their economies than are Ukraine and Russia in contrast to, say Germany or France whose levels of correlation of shocks are close to 0.5 and statistically significant (apart from German IS shocks). Another observation is that there is an upward trend in the correlation between real demand shocks for Ukraine and Russia, but not for Belarus and not for aggregate supply shocks. This can be explained by the growing trade volumes between Ukraine, Russia and EU which makes demand shocks look more similar as they are transmitted via trade channels while supply shocks reflect more fundamental economy transformations.

Comparison of Ukrainian and Belarusian economies with Russian show that in fact there are still strong similarities between the economies especially with respect to supply shocks.

Table 2. Correlation of AS and IS shock with Russia

	 
	AS
	IS

	Country
	1995-1998
	2000-2005
	1995-1999
	2000-2005

	Ukraine 
	0,45*
	0,39*
	-0,12
	0

	Belarus
	0,28
	0,06
	-0,17
	0,06



* Correlation coefficient significant at 10% level

Indeed for Ukraine and Russia correlation of supply shocks is statistically significant (at 1% level the whole sample is taken and at 10% if it is split into two subperiods) and comparable in size to correlation of Germany and France with EMU area (in fact German and France’s GDP constitute about 29% and 20% of Euro Area GDP respectively)

Chart 14

Time Varying Coefficients for Ukraine vs. Russia AS shocks Regression
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At the same time correlation of supply shocks of Belarus with Russia is falling over time that reflects different path of development of Byelorussian economy (correlation of AS shocks of Belarus and Ukraine fell from 0.28 in the first to subsample to 0.06 in the second, although both figures not significant)

Correlation of IS shocks is negative but statistically insignificant despite the fact that economies are still closely linked by trade. Although results for CEEC which have high shares of trade with EU also show low correlation of demand shocks, which may mean that demand shocks are not necessarily transmitted by trade links and are generated inside the countries.

Chart 15

Time Varying Coefficients for Belarus vs. Russia AS shocks Regression
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Apart from looking at the correlation between the respective shocks, one may also consider similarities in the reaction of shocks. Considering cases of Ukraine and EMU (Charts 1 and 2 in the Appendix D), reaction of the underlying variables to the considered shocks coincides in all cases, however, the timining and size of reaction are different. The most pronounced differences pertain to the reactions to AS shocks. In response to AS shock, Ukrainian GDP increases for the first 4 quarters but then stabilizes whereas in the case of EMU GDP stabilizes very gradually with effect reaching its peak after about 20 periods. Similar differences between reactions to shocks can be observed in the responses of real money balances and CPI to the AS shock.

The reaction to IS and MD shocks is more similar but the response is also slightly more prolonged in the case of EU with the variables reaching new equilibrium within 3-4 quarters in Ukraine and 5-6 quarters in EU. This leads to the conclusion that persistence of shocks in EU is larger than in Ukraine. 

Similar conclusion is revealed when one looks at the autocorrelogram of detrended GDP of EU and Ukraine with coefficients being statistically significant up to a lag of four in the case of EU but only up to a lag of two in the case of Ukraine leading to the conclusion that persistence of GDP fluctuations is higher in EU than in Ukraine (and in fact in the case of Russia and Belarus as well). 
Chapter 5

Conclusions

The goal of this study was to compare structural similarities of Ukrainian economy vis-à-vis EMU and Former Soviet Union States in an attempt to answer the question whether or not joining a monetary union will impose high cost on Ukrainian economy. The idea of looking at similarity of shocks affecting the economy dates back to Robert Mundell’s Theory of Optimum Currency Area stating that countries subject to similar shocks are less likely to suffer from the abandonment of independent monetary policy.

The study relies on the approach originally developed by Blanchard and Quah (1989) that allows identification of supply and demand shocks by applying long-run restrictions in the structural VAR model. The approach that was actively used to assess the readiness of EU members to create a monetary union and later on of Central and Eastern European States that are now part of the EU.

The study is the first attempt to apply this approach to the Former Soviet Union States. Bearing in mind that the procedure for recovering supply and demand shocks was typically applied to more or less developed Western economies, significant attention is paid to studying the dynamic properties of the models as well as to the analysis of the obtained series of shocks. The results typically go in line with what economic theory would predict both in the effects of shocks on the underlying variables estimated by the impulse response functions but also in comparing estimated shock series to Ukrainian economic history: negative money demand shocks is estimated for the 4th quarter of the 2004 goes in line with what was happening in the economy at the time of the third round of presidential elections when many lost belief in the stability of hryvnya and rushed to exchange national currency for dollars. Significant devaluation of national currency that took place over the considered period (1998Q2 and 1999Q3) is explained by negative supply shocks and positive demand shocks.

A major finding of the study is that Ukraine and Russia are no less similar to EMU than are the CEE states. Correlation coefficients between aggregate supply and IS shocks are statistically insignificant for both groups of countries (this goes in line with other papers analyzing new EU member states). Statistical insignificance of the coefficients limits the space for analysis of the particular values of the correlation coefficients, but still there is a noticeable increase in the correlation of IS shocks for Ukraine and Russia vs. EMU shown by both simple correlation coefficients and time varying estimates from the state space model. At the same time, correlation is high and significant for AS shocks affecting Ukraine and Russia, a similar level of correlation with EMU is found for France and Germany vis-à-vis EMU. The level of correlation of AS shocks between Russia and Ukraine only slightly deceases with time whereas correlation of shocks of both Ukraine and Russia with Belarus has decreased considerably during the 1995-2005 confirming the fact the Belarusian economy has in fact evolved along a path different from that of Russia or Ukraine. 

Another noticeable difference between EMU and FSU economies and Ukrainian in particular is that the adjustment of variables to shocks is faster in FSU than in EMU, especially in the case of supply shocks. This goes in hand with the fact that persistence of GDP fluctuations is higher for EMU with autocorrelation coefficients of detrended GDP being significant up to a lag of 4 than for FSU states for which only first two coefficients are significant.

It thus appears that structurally Ukrainian economy is still more similar to Russian than to the European Union countries. Although one has to bear in mind that this is only one dimension of comparison and it only gives a snapshot of current situation and does not predetermine Single Economic Space as the only feasible integration objective. CEE states that have already become EU members are no more similar to the EMU area than Ukraine is when structural shocks are compared, yet some of them are about to join the monetary union in the upcoming years.
bibliography

Bayoumi, T. and B. Eichengreen (1992): Shocking Aspects of European Monetary Unification, NBER W. P. nº

3949.

Bayoumi, T. and P. R. Masson (1995): ‘Fiscal Flows in the United States and Canada: Lessons for Monetary

Union in Europe’, European Economic Review, 39, pp. 253-274.

Bayoumi, T. and Prasad E. (1995): Currency Unions, Economic Fluctuations and Adjustment: Some Empirical

Evidence, CEPR Discussion Paper nº 1172.

Benczur, P., Muradov, E., Ratfai, A. (2006): ‘Cyclical Fluctuations in CIS Economies’, Central European University, unpublished paper.

Blanchard, O.J. and D.T. Quah (1989) The Dynamic Effects of Aggregate Demand and Supply Disturbances, American Economic Review 79(4), 655-673.

Boone, L. (1997): Evolution of Structural Asymmetries in Europe: May the “Periphery” join the “Core”?,

comunication presented at the EEA Annual Conference 1997.

Boone, L. and Maurel, M. (1999): ‘An optimal currency area perspective of the EU enlargement to the CEECs.’ Discussion Paper No. 2119. CEPR, London.

Borghijs, A. and Kuijs, L. (2004): ‘Exchange Rates in Central Europe: A Blessing or a Curse?’, IMF Working Paper wp/04/2
Bruno M. and J. Sachs (1985) Economics of Worldwide Stagflation, Basil Blackwell, Oxford, U.K.

Buscher, H (1999): Business Cycles in EU Member States, ZEW discussion paper No 99-16.

Canzoneri, Matthew, Javier Vallés, and José Viñals (1996): ‘Do Exchange Rate Move to Address International Macroeconomic Imbalances?’ CEPR Discussion Paper no. 1498, October.

Chamie, N., A. Deserres and R. Lalonde (1994): Optimum currency areas and shock asymmetry: A comparison of Europe and the United States. Bank of Canada Working Paper, 1994.

Clarida R., and J. Gali (1994): ‘Sources of Real Exchange Rate Fluctuations: How Important Are Nominal Shocks?’, Carnegie-Rochester  conference Series on Public Policy 41,

1-56.

Copaciu, M. (2004): ‘Asymmetric Shocks Across European Monetary Union: Can Labor Mobility Act as an Adjustment Mechanism?’ Discussion paper at the conference on New Patterns of Labour Migration in Central and Eastern Europe, Cluj Napoca, July, 2004.

Estrella, A. and Fuhrer J. (1999): ’Are ”Deep” Parameters stable? The Lucal Critique as an Empirical Hypostudy.’ Federal Reserve Bank of NY Working Paper, September 1999.

Fidrmuc, J., Korhonen, L., (2001): “Similarity of supply and demand shocks between the Euro Area and the CEECs.” BOFIT Discussion Papers, No. 14. BOFIT, Helsinki, Finland. 

Fidrmuc, J., Korhonen, L., (2006): ‘Meta-Analysis of the Business Cycle Correlation Between the Euro Area and the CEECs’. CESifo Working Paper Series No. 1693

Frenkel, M., Nickel, C. and Schmidt, G. (1999): Some shocking aspects of EMU enlargement, Research Note No. 99-4, Deutsche Bank.

Frenkel, M., Nickel, C. (2002): “How symmetric are the shocks and the shock adjustment dynamics between the Euro Area and Central and Eastern European Countries?” IMF Working Paper, WP 02/222, IMF, Washington, DC. 

Funke, M. (2000): ‘Macroeconomic Shocks in Euroland versus the UK: Supply, Demand, or Nominal?’

Hamburg University, mimeo.

Gali, J (1992): ‘How Well Does the IS-LM Model Fit Postwar US Data?’, The Quarterly Journal of Economics, Vol.107, No.2 (May, 1992), pp.709-738

Gulde, A-M., Jafarov, E., Prokopenko, V. (2004): ‘A Common Currency for Belarus and Russia?’, IMF Working Paper wp/04/228
Hall, S., Hondroyiannis, G. (2006): “Measuring the correlation of shocks between the EU15 and the new member countries” Bank of Greece Working Paper, No. 31, Jan. 2006.

Hammermann, F., Schweickert, R. (2005): ‘EU Enlargement and Institutional Development: How Far Away Are the EU’s Balkan and Black Sea Neighbors?’, Kiel Institute for World Economics, Working Paper No. 1261, Nov. 2005

HM Treasury Report: ‘EMU and Labor Market Flexibility’, United Kingdom, 2003.

Ide, S., Moes, P. (2003): Scope of asymmetries in the Euro area. NBB Working paper No. 37, March 2003.

Jordan, T., Lens, C. (2003): Identification of Macroeconomic Shocks: Variations on the IS-LM Model

Kenen, P. B. (1969): ‘The Theory of Optimum Currency: An Eclectic View’, in R. A. Mundell and A. K. Swoboda (eds.), Monetary Problems of the International Economy, Chicago University Press, Chicago.

Kuzio, T. (2003): ‘EU and Ukraine: A Turning Point in 2004?’, European Union Institute for Security Studies, occasional paper  #47, Paris. 

Mann-Quirici, F. (2005): ‘The endogeneity of optimum currency area criteria – lessons from history for European monetary union’, Journal of Economic Studies, Vol.32, Issue 5, pp. 387-405

McKinnon, R. I. (1963): ‘Optimum Currency Areas’, American Economic. Review, 53, pp. 717-724.

Mundell, R. A. (1961): ‘A Theory of Optimum Currency Areas’, American Economic. Review, 51, pp. 657-665.

Paolo, F (2002): “New” Views on The Optimum Currency Area Theory: What is EMU Telling us? ECB working paper No. 138

Ramos, R. and Clar, M.(1999): Specialisation in Europe and asymmetric shocks: potential risks of EMU" in Fischer, M. and P. Nijkamp (eds.), Spatial Dynamics of European Integration. Political and Regional Issues at the Turn of the Millenium., Springer-Verlag, Berlin, 1999, pp. 63-93.

Rudenbusch, C (2002): ‘Assessing the Lucas Critique in Monetary Policy Models’, Federal Reserve Bank of San Francisco Working Paper No.2002.02


Sonje, V. and Vrbanc, I. (2000): ‘Measuring the Similarities of Economic Developments in Central Europe: A Correlation between the Business Cycles of Germany, Hungary, the Czech Republic and Croatia’, Croatian National Bank, September, 2000.

De Souza, L., Schweickert, L., Movchan, V. (2005): ‘Now So Near, and Yet Still So Far: Economic Relations between Ukraine and the European Union’ Kiel Institute for World Economics Discussion Papers, Apr. 2005.

Thomas, A. (1997): ‘Is the Exchange Rate a Shock Absorber? The Case of Sweden’, IMF Working Paper No. 97/176.

Index

A

Aristotle,3

� EMBED Equation.3  ���








� CPI series are rescaled by the factor of 20 to make visual observation of the behavior of the series more convenient
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