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The evidence of implementing a flexible exchange rate regime appeared recently in Ukraine. Proponents of this approach state that this step would accelerate economic growth of Ukraine, while opponents argue that it would put an unnecessary and sometimes unbearable “exchange rate tax” on the economy. This thesis is aimed to counter argue the latter by answering a question: “will the authorities (namely National Bank) have enough monetary based instruments and power to be capable to impact the exchange rate?” It is shown that by imposing Money Supply shocks Central Bank can indeed influence exchange rates in case of flexible regime. However, this possible impact is very small, which implies that Central Bank interventions would be justified only in extreme cases.
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Chapter 1

introduction
The choice of exchange rate regime, especially for an emerging market economy, can hardly be called a simple one. Generally, all the regimes can be classified into 3 categories: fixed, floating and the mix of the two. But, as Calvo and Mishkin (2003) argue, “literature on exchange rate regimes seems to have backed itself into a corner where none of the available options is without problems”. 

Turning to Ukraine, the debate on implementing the flexible exchange rate has started pretty long time ago, but the evidence of a likely implementation appeared only recently. Some National Bank officials considered introducing the flexible exchange rate starting from January 2008
, which did not happen as we know. Such declarations seem to be quite credible, at least in terms of facts if not in terms of time. In plain English, sooner or later a flexible (or at least more flexible than now) exchange rate will become a reality in Ukraine.

At the beginning of its independence Ukraine has experienced a floating exchange rate regime. Later on National Bank established the bounds for floating, thus turning to pegged regime, and since early 2005 exchange rate became fixed. However, recently a debate on establishing the floating exchange rate again started in political end economical circles. Most arguments concern the role of exchange rate in economic growth. Indeed, Levy-Yeyati and Sturzenegger (2003) have found the evidence of a positive correlation between the flexibility of exchange rate and the speed of economic growth for non-industrial countries. On the one hand, some parties argue that floating exchange rate will highly contribute to the accelerating growth of Ukraine. On the other hand, their opponents state that floating exchange rate brings in too many risks into economy and Ukraine has no developed system of risk hedging. Thus, implementing the floating exchange rate will put an unnecessary and often unbearable “exchange rate tax” on international traders. 

In the light of possible implementation of a more flexible exchange rate regime in Ukraine, a question that naturally comes to mind is “will the authorities (namely National Bank) have enough monetary based instruments and power to be capable to impact the exchange rate?” In order to answer this question, we have to turn our attention to other countries in transition with floating exchange rate regimes. Monetary policies of Poland, Turkey, Croatia, Czech Republic and Romania will be studied in this work. 

This study allows estimating and forecasting the exchange rate responses to monetary policy shocks in transition countries, which is very important in the light of concerns about additional risks, brought in to the economy by implementing a more flexible exchange rate regime.

To do this, we use the combination of a 1) long-living “sticky price monetary model of exchange rates”, which is best known from the works of Dornbusch (1976) and Frankel (1979) and 2) contemporary approaches to this model appearing in works of Groen (2000), Mark and Sul (2001) and Westerlund and Basher (2006).  

All the data for this research is taken from International Monetary Fund’s “International Financial Statistics” Database, February 2008.

The remainder of this paper is organized as follows. Section 2 briefly reviews the literature on the main exchange rate concepts. Section 3 discusses data and methodology employed. Section 4 presents the main results and Section 5 summarizes findings and inferences of the study.

Chapter 2

literature review and theoretical concept

This literature review is organized as follows. First, recent empirical studies that elaborate the question of the choice between flexible and fixed exchange rate regimes, the importance of this choice and its role in economic growth are discussed. Next we cover the economic theory that deals with determinants of  exchange rate and the impacts of monetary policy shocks on it. Finally, some recent empirical papers in the field are discussed. 

An interesting study concerning the choice of exchange rate regime was written by Levy‑Yeyati and Sturzenegger (2003), who estimate correlation between the exchange rate regime and economic growth for 183 countries during the period of 1974-2000. They argue that the announced exchange rate regimes quite often differ from the actual ones, while the de facto regime is the one that influences the economy. So, the authors classify exchange rate regimes into Float, Intermediate and Fixed using the real facts about economies under study. The main division for countries is made between Industrial (Western Europe, USA, Canada, New Zealand and Australia) and Nonindustrial (all the rest), controlling for many other factors, like global region, population growth, openness, etc. The main finding of the paper is that “less flexible exchange rate regimes are associated with slower growth, as well as with greater output volatility”, while for industrial countries exchange rate regimes do not influence growth. However, this result should not lead to an immediate implementation of the floating exchange rate in all transition countries. Indeed, policy makers should be cautious about it and take into account all country-specific factors while making any decision. 

Using a sample of Asian countries over the period 1990-2001, Coudert and Dubert (2005) show very similar results. They employ their own classification of exchange rate regimes, but their finding that “pegs are associated with weaker growth than floating exchange rate regimes”, is consistent with results obtained by Levy-Yeyati and Sturzenegger.

As a continuation to the discussion above, Hakura (2005) in his recent paper finds strong empirical evidence of an increase in the exchange rate flexibility for the emerging markets (EM) over the past ten years, despite the fact that few transitions to less flexible exchange rate regimes occurred in the EM countries during the same period. It was also found that transitions to more flexible regimes were usually following strengthening of monetary policy framework. 

Considering the probable implementation of floating exchange rate regime in Ukraine, it is necessary to estimate how shocks to M1 (a common measure of money supply) influence exchange rates in the country. Moreover, short-term and long-term impacts must be differentiated in order to get the full picture. To address these issues we now turn to economic theory.

According to the framework used by Mishkin (1995), since 1960’s fiscal policy “has lost its luster” and monetary policy actively came into play. This might be explained by different reasons, but mostly this happened due to the timing issues. Monetary policy gives much faster results. Turning again to Mishkin, the authorities should be very careful with timing issues to be able to conduct monetary policy effectively, thus they need to know precisely the most effective transmitting channels. In the same article the author defines four main monetary transmission mechanisms (MTM), which are: interest rate channel, exchange rate channel, other asset price effects, and credit channel. In our transitional reality (if the flexible regime is implemented), exchange rate channel would be the most relevant, or, to be more precise, the fastest, due to the weak development of financial market. 

Despite the fact that the primary focus of this thesis is the influence of monetary policy shocks on the exchange rate, it is necessary to say a few words about the MTM, and exchange rate channel of the MTM in particular. Our primary interest here is that expansionary Monetary Policy (
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In order to study the impact of monetary policy on Exchange Rate, we first need to find out how the latter is determined. 

The monetary model of the exchange rate, which was first developed by Dornbusch (1976), is a standard instrument for the analysis. In order to give a short but comprehensive description of this model, we will use the derivation provided in Groen (2000) and Westerlund and Basher (2006).

We start deriving our model from the equation of the Quantity Theory of Money, i.e. 
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, where M is money supply, V is the velocity of money circulation, P is the price level, Y is the real income and t is the time index.

Suppose that Purchasing Power Parity (PPP) holds, that is 
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, where et is the logarithm of nominal exchange rate and we will use * hereinafter to denote corresponding foreign variables. 

We will also assume that uncovered interest parity (UIP) holds: 
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, where i is the interest rate and Et is the expectations operator. PPP and UIP are combined with a logarithmic function of money velocity, which linearly depends on the logarithm of real income and the interest rate: 
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. This equation is the inverse of a standard Money Demand function. If we assume that all the equations above hold both for domestic and foreign country with identical coefficients in the last equation, we can derive the following expression for the logarithm of exchange rate: 
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Rearranging terms, taking the expectations and making use of the law of iterated expectations, we finally come to the following result
:
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However, following Groen (2000), it should be mentioned that early studies on the monetary exchange rate model have a significant drawback, as they tried to approximate the short- and long-run dynamics with a static equation like the one above.

Moreover, as admitted by Westerlund and Basher (2006), “despite its strong theoretical appeal, however, the empirical success of the monetary model has been rather limited to say the least”. The matter is that most researches based on this model fail to prove its empirical power. 

For instance, Rapach and Wohar (2002) tried to test this model for fourteen countries for the period from 1880 to 1995 on an individual basis. Despite the fact that the model works (there is cointegration) for eight the countries, there is no such evidence for the rest of them.

Still, some authors offered a solution to this problem. It arises from the fact that “failure to find cointegration is more likely to reject the low power of the tests employed in the research rather than a failure of the monetary model itself”[Taylor and Taylor (2004)].

Thus, a new approach that makes use of panel data was developed. This framework significantly increases the sample size, which is an important factor for any empirical research. In addition, it improves power of unit root and cointegration tests.

An example of such approach is the research by Groen (2000), which will be the workhorse paper for this thesis. Applying pooled time series estimation on a monetary model of exchange rate, the author manages to estimate the model consistent with the theory.  Also, using Engle and Granger (1987) two-step procedure he found the evidence of cointegration between exchange rate and fundamental macroeconomic variables on a pooled time series level of this monetary model.

Later on, Westerlund and Basher (2006) in their paper criticized Groen’s work and some other researches for being too restrictive and difficult to interpret. Thus, in their paper they used the same approach, but allowing for the country heterogeneity, structural breaks and cross-sectional dependence.  In their paper, based on the quarterly data for eighteen countries for 1973-1997, authors conclude that the power of the monetary model of exchange rate highly depends on whether cross-country dependence and structural breaks are considered or not. 

In order to complete this literature review, a brief discussion on some selected papers about the impact of monetary policy shocks on exchange rate is given.

Clarida and Gali (1994) empirically study the sources of real-exchange fluctuations in the economy. They introduce and estimate using VAR methodology four macro models (for Great Britain, Canada, Germany and Japan), consisting of three equations only (demand, supply and money equations). The main finding of this paper is that shocks to demand have great power to explain most of the changes in exchange-rate fluctuations. In contrast, shocks to supply are not explanatory at all.  

Eichenbaum and Evans (1995) estimate the impact of shocks to the US monetary policy on exchange rates. The term shock to the monetary policy includes three specifications: “orthogonalized shocks to the federal funds rate, orthogonalized shocks to the ratio of nonborrowed to total reserves and changes in the Romer and Romer index
 of monetary policy”. Though in our specification we will deal with more precise explanatory variables, still the results obtained by Eichenbaum and Evans are of interest. Using the VAR methodology they found that contractionary shocks to US monetary policy “lead to sharp, persistent appreciations in US nominal and real exchange rates”. Moreover, they found that contemporaneous effect of contractionary monetary policy shocks is not the largest, “instead, the dollar continues to appreciate for a substantial period of time”. 

Zettelmeyer (2004) argues that endogeneity of monetary policy measuring variables is the biggest problem for the most research on impacts of monetary policy on exchange rate during the 1990-s. Thus, difficulties arise in empirical evaluating the exchange rate responses to monetary policy shocks. The author focuses on tackling this endogeneity problem and does the empirical investigation of the exchange rate responses for Australia, Canada and New Zealand studying an immediate (“same day”) reaction of exchange rate on the monetary policy shock. The main finding of the paper is as follows. Getting rid of the endogeneity problem, a response of exchange rate to monetary policy becomes evident, it is significant and consistent with the theory (e.g. expansion leads to depreciation).

An interesting study was done by Fatum and Scholnick (2007, in press). They try to differentiate the exchange rate responses to monetary policy shocks in accordance with the expectancy of such shocks. Moreover, they make use of expected, unexpected, and actual components of the monetary policy shock separately. They focus on investigating 42 US monetary policy changes that occurred in 1989-2000. The main findings of the paper are the following. First, only the unexpected component of the monetary policy shock indeed drives the short term change in the exchange rate. Second, failing to extract the unexpected component of the monetary policy shock may lead to underestimation of the exchange rate response, or even to a rejection of the null hypotheses under which exchange rate reacts to the monetary policy shocks.  

Despite the fact that the last two articles deal with the “very short term” exchange rate responses, they are still very important for this thesis, because due to underdeveloped financial and stock market, in countries under study (and in particular in Ukraine) all the reactions are much slower. Thus, “same day” reactions of the developed countries can be easily transmitted to the short-term (few days or even weeks) reactions in Turkey, Poland, Croatia, Czech Republic and Romania.

The proposed thesis is intended to infer about potential risks and advantages of the more flexible exchange rate regime for Ukraine. In order to draw some inferences about the question, “similar” countries are studied. In particular, we estimate the monetary model exchange rate using the pooled data for five countries. 

There are two main advantages of this paper. First, to the best of knowledge of the author, no such research was done for transitional countries. Second, the model has a practical implication for Ukraine, as with introducing the more flexible exchange rate regime in the country, it can be easily added to this pool, thus possible results of monetary policy shocks might be forecasted with its help.    

Chapter 3
methodology and data

3.1. Model and Methodology

The base model for our analysis is the one introduced by Dornbusch (1976), known as a “sticky price monetary model of exchange rates”
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where m is the natural logarithm of money supply,  y is the logarithm of real income, i is the nominal interest rate and πe is the expected rate of inflation. An asterisk indicates the variable for the country that an exchange rate is related to (in our case - USA). 

Still, despite the fact that this model had a great success and provoked huge amount of literature, most of the empirical papers based on it can not show its practical validity. Moreover, a lot of studies proved the failure of this model. 

However recently, in the papers by Groen (2000), Mark and Sul (2001) and Westerlund and Basher (2006), a new approach was developed. Namely, these papers are devoted to estimation of the base model for the pool of countries, allowing for the structural breaks, cross-country dependence and heterogeneity of theses countries.

Citing Groen (2000), “one advantage of this cross-section approach is that statistical inference of the estimated parameters is not influenced by issues like non-stationarity and cointegration. Another advantage of cross-section regressions is that the differences across countries result in a richer data set than in case of a time series approach.”

Thus we will estimate the Error Correction model for the panel of 5 countries. The complete specification of the Vector Error Correction Model looks the following way:
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However, as all the regressions in such specification may be estimated separately, we do the analysis only for the first equation, which is of interest for us.

As a Long-Run cointegrating relationship in Engle-Granger methodology
 we employ a model proposed by Groen (2000). We estimate the long-run relationship
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where i is the country index, t is the time index. In such specification we would expect 
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 to be positive as with the increase of relative Money Supply, public can spend more money on goods, including imports, thus demanding more foreign currency. Another coefficient,
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 is expected to be negative, as with the increase of real GDP more money is spend on domestic products, thus less foreign currency is demanded. 

Other specifications that allow for country heterogeneity and time trends are estimated in order to pick up the best one. From this regression we estimate the residuals, test them for stationarity and then incorporate them into our ECM. This means that any deviations of exchange rate from the long-run equilibrium might be provoked by deviations of independent variables from the long-run equilibrium. 

This method allows estimating the response of exchange rate to impulses of other variables (and Money Supply as our primary interest).

3.2. Data Description

In order to draw some inferences about the potential capability of the National Bank of Ukraine to impact Exchange Rate in case of the floating Exchange Rate Regime we need to estimate the similar problem for other countries given that the exchange rate in Ukraine has been fixed for most of the last 15 years. 

There are few criteria of choosing such countries. First (and the main criterion), those have to be states with floating exchange rate regime. Second, those should be as similar to Ukraine as possible, hence, countries from Central or Eastern Europe. 

According to “De Facto Classification of Exchange Rate Regimes and Monetary Policy Framework”
, there are 5 countries matching these criteria. Those are Poland and Turkey with exchange rate regimes classified as “Independently Floating”; and Croatia, Czech Republic and Romania with exchange rate regimes classified as “Managed floating with no pre-determined path for the exchange rate”. There are also Armenia, Georgia and Moldova, which satisfy these criteria, but these countries’ economies are much smaller than the Ukrainian. 

The Dataset to be used is the “International Financial Statistics” by IMF, February 2008. It contains monthly information from 1M’1998 to 11M’2007 on all the necessary variables. Monthly data is employed.

The variables to be employed have already been discussed in the previous section and summary statistics for each country is given in Appendix A. However, there is one more important thing to mention. In the employed data set only quarterly data for GDP is available. Thus, we employ Industrial Production Index
 all normalized to be 100 in 1M’1998 as a proxy for GDP.

Some inferences about the exchange rate movements can be made from the following graph.

Graph 1. Exchange Rates in selected countries for 1M’1998 – 11M’2007.
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Each individual exchange rate series is divided by the first value, thus all series start from 1, but we can see the movements with time. The common tendency to appreciate with time is observed for Croatian, Czech and Polish national currencies in the analyzed period. The same is true for Romanian and Turkish currencies after 2001, but before that, these countries experienced a period of drastic local currency depreciation accompanied with the huge increase in Money supply as can be seen on the following Graph (analogously each time series is divided by the first value).

Graph 2. Money Supply in selected countries for 1M’1998 – 11M’2007.
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3.3. Some Information about the Countries

In this section few words about each country are said, mainly concentrating on the Target of the Monetary Policy and Exchange Rate Regime. Data description tables are given in Appendix.

Croatia. According to the claims of the Croatian National Bank (CNB), its primary objective, within the powers granted, shall be to achieve and maintain price stability. Moreover, “without prejudice to its primary objective, the Croatian National Bank shall support the economic policy of the Republic of Croatia, thereby acting in accordance with the principles of the open market economy and free competition” (www.hnb.hr). The Exchange rate regime is Managed Floating with No Pre-Determined Path. 

Czech Republic. According to the Czech Constitution and the Act on the Czech National Bank, “the CNB’s primary objective is to maintain price stability; without prejudice to its primary objective, the CNB also supports the general economic policies of the Government” (www.cnb.cz). Inflation Targeting was implemented since the beginning of the 1998, thus during the whole period analyzed. Exchange rate regime is Managed Floating with No Pre-Determined Path.

Poland. According to the claim of the National Bank of Poland, “the basic objective of monetary policy is maintaining price stability; stable prices are an indispensable element of constructing solid foundations for long-term economic growth” (www.nbp.pl). Since 1999 the direct inflation target strategy has been utilized in the implementation of monetary policy. Exchange rate regime is Independently Floating.

Romania. In the last decade, the NBR (National Bank of Romania) pursued a monetary targeting strategy, by using monetary base (M0) as the operational objective and broad money (M2) as the intermediate objective. It is noteworthy that the NBR’s monetary policy set quantitative targets both at intermediate and operational levels. The attempts to use exchange rate as an antiinflationary anchor failed, while interest rate was not taken into consideration to this end, as the monetary and extra-monetary conditions were adverse to this solution.

In August 2005, the National Bank of Romania shifted to inflation targeting. Functioning of this monetary policy regime relies largely on anchoring inflation expectations to the inflation target announced by the central bank and implicitly on the good communication with the general public (www.bnro.ro). Exchange rate regime is Managed Floating with No Pre-Determined Path.

Turkey. According to the Turkish laws, “the primary objective of the Bank shall be to achieve and maintain price stability. The Bank shall determine on its own discretion the monetary policy that it shall implement and the monetary policy instruments that it is going to use in order to achieve and maintain price stability.  The Bank shall, provided that it shall not be in confliction with the objective of achieving and maintaining price stability, support the growth and employment policies of the Government” (www.tcmb.gov.tr). The exchange rate regime is Independently Floating.

Chapter 4

empirical results

4.1. Empirical Model

We now proceed to the empirical results. As it was mentioned above, the model to be estimated is 
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.
On the first stage we are trying to find a long-run cointegrating relationship. We start our analysis from the model initially estimated by Groen (2000), but allowing for only one intercept:
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Still, before we proceed to estimating the long-run relationship, we have to check our variables for their order of cointegration. The results of the levinlin
 unit root test suggest that all our initial variables are non-stationary. However, their first differences are stationary, which means that 
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 are all integrated of order 1 (I[1]). Therefore, a necessary (but not sufficient) condition for cointegration is fulfilled (See Appendix B).

4.2. Results

Hence we proceed to estimating the Long-Run relationship. The results with different specification are given in Table 1. 

Table 1. Different Specifications of the Long-Run Relationship
	
	(1)
	(2)
	(3)
	(4)
	(5)

	
	ln_e
	ln_e
	ln_e
	ln_e
	ln_e

	y
	-0.019
	-0.012
	-0.020
	-0.007
	-0.008

	
	(12.08)***
	(15.84)***
	(8.41)***
	(6.64)***
	(7.99)***

	m
	0.563
	0.470
	0.562
	0.636
	0.135

	
	(36.02)***
	(24.68)***
	(35.38)***
	(23.41)***
	(1.75)*

	cze
	
	-0.270
	
	-0.796
	1.435

	
	
	(3.48)***
	
	(8.14)***
	(2.45)**

	pol
	
	-1.346
	
	-1.673
	-2.174

	
	
	(30.50)***
	
	(28.87)***
	(4.36)***

	rom
	
	-0.638
	
	-0.386
	-5.331

	
	
	(17.33)***
	
	(8.29)***
	(5.98)***

	tur
	
	-1.713
	
	-1.592
	-9.497

	
	
	(50.55)***
	
	(45.01)***
	(10.04)***

	time
	
	
	0.001
	-0.006
	-0.002

	
	
	
	(0.43)
	(8.16)***
	(1.77)*

	czetime
	
	
	
	
	-0.001

	
	
	
	
	
	(1.12)

	poltime
	
	
	
	
	0.003

	
	
	
	
	
	(3.01)***

	romtime
	
	
	
	
	0.008

	
	
	
	
	
	(5.35)***

	turtime
	
	
	
	
	0.015

	
	
	
	
	
	(8.41)***

	Constant
	3.544
	3.948
	3.274
	7.586
	3.533

	
	(53.62)***
	(45.68)***
	(5.15)***
	(16.73)***
	(4.43)***

	Observations
	595
	595
	595
	595
	595

	R-squared
	0.69
	0.96
	0.69
	0.96
	0.97

	Absolute value of t statistics in parentheses

	* significant at 10%; ** significant at 5%; *** significant at 1%


The first specification is the one done by Groen (2000). However we don’t want to stop on this and proceed to allowing for other things to happen in our Long-Run relationship. In the second specification we allow for country-specific intercepts. This increases R2 and the test shows that there is cointegration. The third specification allows for time trend but takes again one common intercept. It does not have any theoretical background and is taken as a matter of experiment. The test shows that we can reject the null of no cointegration only at 5% level of significance (but not at 1%). 
Following Westerlund and Basher (2006) who criticized Groen’s estimation, we now allow for a time trend in addition to country-specific intercepts. This is realized in Specification 4. Proceeding even further we distinguish between distinct time trends for each country (Specification 5). 

The unit root levinlin test (see Appendix C) suggests that residuals of all 5 regressions are stationary. This implies that our time series are indeed cointegrated. 

Still we would like to choose 1 specification out of 5 in order to proceed further on. For this purpose commonly accepted information criteria are employed (see Appendix D). Both Akaike Information Criterion and Schwarz Bayesian  Information Criterion suggest Specification 5 to be the best.

The results can be interpreted a follows. In the log run, a persistent discrepancy between the country’s Money Supply growth and the Money Supply growth of USA increased by 1% leads to the exchange rate higher by 0.014%. At the same time a persistent prevailing of home country GDP growth over the USA GDP growth by 1% leads to a decrease in exchange rate by 0.008%. This result is consistent with the theory. 
The country-specific intercepts do not have a straightforward interpretation; however they let us distinguish between the countries. The coefficients near the time trends (though mostly being statistically significant) are not of much importance due to their low economic value. Namely, they suggest that in Croatia (for example) exchange rate appreciates by 0.002% each month, while in Turkey the local currency depreciates by 0.013% each month. 
Now we would like to estimate the short run relationship and try to find out how do the exchange rates respond to the shocks in the explanatory variables.

For this purpose we calculate the residuals from specification 5 and estimate the ECM according to the specification mentioned before.

The mechanism is the following. Whenever a shock to the long-run relationship occurs, the system reacts to it, but comes back to the equilibrium in some time. Table 2 shows that indeed, short-run error correction mechanism exists in our model.  

Table 2. Short-Run Responses

	
	D.ln_e

	LD.
	0.415

	
	(11.05)***

	D.
	0.059

	
	(2.53)**

	LD.
	0.043

	
	(1.81)*

	D.
	0.000

	
	(0.10)

	LD.
	-0.000

	
	(0.69)

	L. Residuals
	-0.022

	
	(3.75)***

	Constant
	-0.000

	
	(0.19)

	Observations
	585

	R-squared
	0.21

	Absolute value of t statistics in parentheses

	* significant at 10%; ** significant at 5%; *** significant at 1%


Let’s try to understand how this works on an example of Money Supply (as this variable is of our primary interest). Without loss of generality, let’s assume that expansionary Monetary Policy shock occurs. As we found in previous section, the coefficient near Money Supply is positive, thus the system is driven off the equilibrium and the error term becomes negative (we assume it to be 0 in equilibrium). 

According to our error correction mechanism, where estimated coefficient near lagged residual is considered to be the speed of adjustment, exchange rate will increase in the next period. This will make the error term lower in absolute value in the long-run relationship, because both explanatory and explained variables have increased, though by different scale. This process goes in cycles, until the variables come back to their long-run relationship but at the new equilibrium level.

Chapter 5

conclusions and implications
In order to draw any conclusions, let’s recollect what the main question of this research was. The direct citation from the introduction suggests: “will the authorities (namely National Bank) have enough monetary based instruments and power to be capable to impact the exchange rate?”

According to performed analysis the answer is “yes”. The experience of the neighboring countries suggests that by introducing the Money Supply shocks (increasing or decreasing) Central Bank can indeed influence the exchange rate in the short-run. Moreover, knowing about the external shocks to the system, the Central Bank might pose the opposite shock to the system, thus not allowing exchange rate fluctuate too much. Of course there are some timing and measurement error issues, which do not allow for the perfect management of the exchange rate stability. This means that there is still room for further research in this direction. 

Still, the economic significance of this impact is not of large magnitude, which means that Central Bank interventions would be justified only at the extreme cases. So, we are now able to say that the arguments of the international traders (both importers and exporters) about the fear of too much fluctuation of exchange rate in case of implementing a flexible exchange rate regime are not supported.
As for Ukraine, the main result of this study is that shift to floating exchange rate regime might be very painful for its economy in the short run due to low ability of the National bank to counteract effectively the monetary policy shock. Therefore, the long-run benefits of such a change in exchange rate regime should be carefully considered (including numerical estimations with help of corresponding models that describe monetary policy mechanisms).
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appendices
Appendix A. Data Description

Croatia

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

        exch |       119    6.800588    1.045367          5       8.84

          m1 |       119    28088.61    12346.54   11982.39    54237.8

       iprod |       119    129.0876    17.51208   95.19587   168.7283

Czech Republic

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

        exch |       119     29.7963    6.274126      18.21      41.13

          m1 |       119    865977.7    306839.1     467860    1514620

       iprod |       119    120.8059    23.27178   83.33164   180.5993

Poland

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

        exch |       119    3.671681    .4923763       2.49       4.64

          m1 |       119    156333.8     66195.5    73597.5     309746

       iprod |       119     136.047    27.90511   93.85343   213.8298

Romania

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

        exch |       119     2.55605    .7896472        .82       3.41

          m1 |       119    14387.73    16999.16       1542      72820

       iprod |       119    117.9216    17.27334   84.34333   156.4957

Turkey

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

        exch |       119    1.103193    .4711381        .21       1.66

          m1 |       119    24246.05    23484.18    1444.81    74050.4

       iprod |       119    125.4762    20.41467   91.67422    171.092

USA

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

      usa_m1 |       595     1234410    119450.5    1066200    1401300

   iprod_usa |       595    111.7701    6.130225   99.42806   125.9392

Appendix B. Testing For the Order Of Integration

. levinlin ln_e, lags(2) trend

Levin-Lin-Chu test for ln_e       Deterministics chosen: constant & trend

Pooled ADF test, N,T = (5,119)    Obs = 580    

Augmented by 2 lags (average)     Truncation: 15 lags

coefficient    t-value        t-star       P > t

 -0.02033       -3.183      -1.98060      0.0238 

. levinlin d.ln_e, lags(2) trend

Levin-Lin-Chu test for D.ln_e     Deterministics chosen: constant & trend

Pooled ADF test, N,T = (5,118)    Obs = 575    

Augmented by 2 lags (average)     Truncation: 15 lags

coefficient    t-value        t-star       P > t

 -0.81885      -13.271      -9.83824      0.0000

. levinlin  m, lags(2) trend

Levin-Lin-Chu test for m          Deterministics chosen: constant & trend

Pooled ADF test, N,T = (5,119)    Obs = 580    

Augmented by 2 lags (average)     Truncation: 15 lags

coefficient    t-value        t-star       P > t

 -0.05839       -3.254       1.17787      0.8806

. levinlin  d.m, lags(2) trend

Levin-Lin-Chu test for D.m        Deterministics chosen: constant & trend

Pooled ADF test, N,T = (5,118)    Obs = 575    

Augmented by 2 lags (average)     Truncation: 15 lags

coefficient    t-value        t-star       P > t

 -1.40300      -16.081     -10.74673      0.0000

. levinlin   ip, lags(2) trend

Levin-Lin-Chu test for ip         Deterministics chosen: constant & trend

Pooled ADF test, N,T = (5,119)    Obs = 580    

Augmented by 2 lags (average)     Truncation: 15 lags

coefficient    t-value        t-star       P > t

 -0.16144       -4.601      -0.44396      0.3285

. levinlin   d.ip, lags(2) trend

Levin-Lin-Chu test for D.ip       Deterministics chosen: constant & trend

Pooled ADF test, N,T = (5,118)    Obs = 575    

Augmented by 2 lags (average)     Truncation: 15 lags

coefficient    t-value        t-star       P > t

 -1.96393      -18.784      -5.56578      0.0000

Appendix C. Unit Root Tests for Cointegration 

Specification 1.

. levinlin res1, lags (1) noconst

Levin-Lin-Chu test for res1       Deterministics chosen: none

Pooled ADF test, N,T = (5,119)    Obs = 585    

Augmented by 1 lags (average)     Truncation: 15 lags

coefficient    t-value        t-star       P > t

 -0.01309       -2.094      -2.09160      0.0182

Specification 2.

. levinlin res2, lags (1) noconst

Levin-Lin-Chu test for res2       Deterministics chosen: none

Pooled ADF test, N,T = (5,119)    Obs = 585    

Augmented by 1 lags (average)     Truncation: 15 lags

coefficient    t-value        t-star       P > t

 -0.06565       -3.902      -3.89854      0.0000

Specification 3.

. levinlin res3, lags (1) noconst

Levin-Lin-Chu test for res3       Deterministics chosen: none

Pooled ADF test, N,T = (5,119)    Obs = 585    

Augmented by 1 lags (average)     Truncation: 15 lags

coefficient    t-value        t-star       P > t

 -0.01374       -2.119      -2.11723      0.0171

Specification 4.

. levinlin res4, lags (1) noconst

Levin-Lin-Chu test for res4       Deterministics chosen: none

Pooled ADF test, N,T = (5,119)    Obs = 585    

Augmented by 1 lags (average)     Truncation: 15 lags

coefficient    t-value        t-star       P > t

 -0.03530       -2.690      -2.68700      0.0036

Specification 5.

. levinlin res5, lags (1) noconst

Levin-Lin-Chu test for res5       Deterministics chosen: none

Pooled ADF test, N,T = (5,119)    Obs = 585    

Augmented by 1 lags (average)     Truncation: 15 lags

coefficient    t-value        t-star       P > t

 -0.05139       -3.328      -3.32434      0.0004

Appendix D. Information Criteria.

Regression 1

. estat ic

------------------------------------------------------------------------------

       Model |    Obs    ll(null)   ll(model)     df          AIC         BIC

-------------+----------------------------------------------------------------

           . |    595    -949.722   -603.8109      3     1213.622    1226.787

------------------------------------------------------------------------------

Regression 2

. estat ic

------------------------------------------------------------------------------

       Model |    Obs    ll(null)   ll(model)     df          AIC         BIC

-------------+----------------------------------------------------------------

           . |    595    -949.722   -15.19592      7     44.39185    75.11178

------------------------------------------------------------------------------

Regression 3

. estat ic

------------------------------------------------------------------------------

       Model |    Obs    ll(null)   ll(model)     df          AIC         BIC

-------------+----------------------------------------------------------------

           . |    595    -949.722   -603.7189      4     1215.438    1232.992

------------------------------------------------------------------------------

Regression 4

. estat ic

------------------------------------------------------------------------------

       Model |    Obs    ll(null)   ll(model)     df          AIC         BIC

-------------+----------------------------------------------------------------

           . |    595    -949.722     16.7541      8     -17.5082    17.60029

------------------------------------------------------------------------------

Regression 5

. estat ic

------------------------------------------------------------------------------

       Model |    Obs    ll(null)   ll(model)     df          AIC         BIC

-------------+----------------------------------------------------------------

           . |    595    -949.722    64.56767     12    -105.1353    -52.4726

-------------+----------------------------------------------------------------

� Interview with Petro Poroshenko, Head of the Supervisory Board of the National Bank of Ukraine. Galytski Kontrakty, #46, 12.11.07, p.22


� For complete derivation see Groen (2000).


� This is an Index that takes into account major changes in the Monetary Policy of the United States constructed by Romer and Romer (1989) using the definition of “major changes” from Freidman and Schwartz (1963a).


� To the best of our knowledge, Johansen methodology is not applicable for the case of the panel data.


� � HYPERLINK "http://www.imf.org" ��www.imf.org�, July 31, 2006 (the last version available on the Internet)


� According to the IFS Database descriptor, Industrial Production Index is included as indicator of current economic activity. Generally, the coverage of industrial production index comprises mining and quarrying, manufacturing and electricity, and gas and water, according to the UN International Standard Industrial Classification (ISIC). The index is generally compiled using the Laspeyres formula.





� According to Stata help file, levinlin estimates the panel unit root test developed by Levin, Lin and Chu (LLC, 2002).  The test assumes that each individual unit in the panel shares the same AR(1) coefficient, but allows for individual effects, time effects and possibly a time trend. Lags of the dependent variable may be introduced to allow for serial correlation in the errors. The test may be viewed as a pooled Dickey-Fuller test, or an Augmented Dickey-Fuller (ADF) test when lags are included, with the null hypothesis that of nonstationarity (I(1) behavior).  After transformation by factors provided by LLC, the t-star statistic is distributed standard normal under the null hypothesis of nonstationarity.
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