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Abstract

should workers be afraid of innovation?
by Vladyslav Bogutskyy
KSE Program Director: Tom Coupé
This study investigates the employment effects of firm’s innovative activity. Two types of possible employment effects were tested using the Arrelano-Bond GMM-SYS technique and 2004-2006 firm-level panel for Ukrainian manufacturing sector. The results suggest that direct effect of firm innovation activity is positive, while indirect spillover effect was found to be insignificant. Moreover, positive effect was detected only for overall innovative activity of the firm, distinguishing between process and product innovation shows no significant effect. Finally, government subsidies for innovation are reported to be effective in stimulating firm’s employment through its innovation activity.
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Glossary

Product innovation is the introduction of new or significantly improved good to the market
Process innovation is the implementation of a new or significantly improved production method

GMM – Generalized method of moments

GMM-DIFF – Generalized method of moments, differenced form

GMM-SYS – Generalized method of moments, system form

SSCU – State Statistical Committee of Ukraine

Chapter 1

introducrion
Throughout the whole human history people faced various necessities that motivated them to invent ways to satisfy their needs. Scarce resources make people think about effective technologies and competitive market forces individuals to cooperate, to look for efficient ways of allocating resources, creates new knowledge and implements it in order to satisfy growing necessities. Everyone strives to be the first to implement new ideas. Those who fail to be the first at this innovation race must then follow in order to keep up with the Joneses. Progressive firms tend to capture a bigger part of the market, and here is the question: is (successful) innovation as good for the workers as it is for the firm? When entrepreneur decides to innovate what should ordinary workers expect?

The main question this paper addresses is whether innovation affects employment and if it does than how strong is the connection between them. This question is especially important for transition countries, such as Ukraine, where innovation may be seen as the panacea for a weak economy. Right now Ukraine is underperforming in innovation activity, as concluded in Economist Intelligence Unit (2008). In 2006 only 10% of Ukrainian enterprises conducted some innovation activities comparing with EU12 average 44%. Therefore, in order for Ukraine to perform well in future it is expected that innovation activity will rise in the catch-up process.

This significant change in firm’s activity may cause an alteration of its inputs structure, especially, firm’s demand for labour, that will be reflected on workers’ wellbeing and therefore should be studied in more details.

One might think about several ways how firm’s innovation may affect its demand for labour. The usual conclusion of studies that focus this idea is that innovation and employment are positively correlated. But this conclusion is not so useful for the case of Ukraine, as well as the main mass of studies were done analyzing the experience of developed countries, which are different in both the scope and the variety of innovation activities, thus rising demand for this study.

 Nevertheless, most of the studies distinguish between two types of innovations - process and product innovation, while other studies consider the overall effect.

The effect of innovation activity on firm’s demand for labour is complex. Both process and product innovation may affect the firm’s employment in two directions. If a new product is introduced, more workers are demanded to produce it, but there may be negative effect on demand for firm’s old products, or changing the priority of production in favour of new product, therefore contracting the number of people needed to produce it. The introduction of a new process is commonly associated with the staff reduction due to substitution of labour to capital. At the same time, production cost reduction increases the demand for the produced good, which leads to higher demand for labour. The result of these two offsetting effects is generally expected to be positive, and its magnitude related to the price elasticity of demand, as found by Garcia (2002). Moreover, Lachenmaier (2005) has found that process innovation has on average higher positive effect on employment than bringing up a new product. There is a possibility for product innovation to have no significant effect on employment. That could be realized when product innovation substitutes old product with new one (Smolny 1998).

Most papers that estimate those relationships are using data on developed countries, results based on transition and developing countries are rare and volatile (Chennells, 1999). For example, overall employment in Korea is found to be positively related to technological innovation (Kang (2007)), whereas Lundin et al. (2007) have found that employment in China is insignificantly associated with investments in science and technology. Therefore adding another paper that analyzes transition economy would be valuable for the academics. So the purpose of this paper is to analyze the association of firms’ performed innovations with its employment.

In order to quantify the relationship of interest we are going to use a 2004-2006 sample of enterprise level data for manufacturing sector collected by the State Statistics Committee of Ukraine (Derzhkomstat) on an annual basis.

The remainder of the paper is as follows. Section 2 discusses previous work on the topic that creates the background of our study, section 3 presents methodology and model specification, section 4 considers the data used, section 5 is devoted to empirical results and section 6 concludes.

Chapter 2

Literature review

We start this section with the discussion of various proxies for innovation activity. Second, we will present some theoretical ideas behind possible employment effects of innovation. Further we will briefly discuss empirical studies for developed and transition countries.

The first empirical studies on this topic were lacking theoretical background. There was no unique way to define and measure innovation activity, as far as it was up to researcher how to proxy innovation given available data. Thus different ways to measure innovation activity have been developed. First and most obvious way to proxy innovativeness of the firm was to use research and development (R&D) expenditure, typically measured as intensities, i.e. ratio of R&D expenditures to sales. But this approach has significant drawback, namely there are some innovative activities of the firm that are not captured by it. One may think of the acquisition of a new technology or equipment that is considered as process innovation but is not counted into R&D expenditures. A possible solution to this problem was seen in using patents count instead. But this was associated with another problem, firm may patent some invention just to be the first to patent it, but implementation or commercialization of the invention is not necessary. Moreover, some implemented techniques may be not patented. 

From theoretical point of view, if one considers firm level effects, the employment effect of innovative activity of a firm is undetermined. But the higher is innovative activity of the firm and the higher is the sensitivity of demand for its product to price, the more likely is a positive effect of technological change on employment
.

Firm level effect depends also on time needed for innovation to diffuse through industry. If one assumes immediate diffusion, the employment effect of any innovation should be the same for all firms in the industry no matter who had implemented new technology. Therefore, under assumption of immediate diffusion, all innovations are common for all firms in the industry and differences are seen only among industries. 

In the case of finite velocity of innovation spread, the picture is somewhat different. The first firms to adopt innovation will benefit from increase of its market share, and this might increase employment even more than production increase due to industry expansion (compared to immediate diffusion). Even if some innovation might negatively affect employment in the industry in the long run, under the assumption of finite spread speed it is possible for the firm who first implements the innovation in short run not to have decrease in employment due to increase of its market share. Therefore, it is of higher practical value to use panel data in research in order to be able to capture these transitions. Thus, it is up to empirics to find out the actual effect of innovation in each special case, as far as possible effect of innovation may depend on number of factors and their relative size. 

Van Reenen (1997) also points out some possible problems in practical estimation of these effects. First, it might be less costly to innovate for firms with higher quality of organization, as far as they are expected to be more efficient. As a result of this self-selection, the effect of innovation on employment might be overestimated, as far as innovation will be partly a feature of big firms that could be characterized by better organization. Therefore one should consider firm-specific effects when trying to estimate the true effect. Second problem might appear since firm might decide to innovate if it expects demand to increase, as far as it could be seen as an optimal period to capture a bigger part of growing market. This problem is especially relevant if one thinks about acquisition of new machinery which might be done in short period of time. As it will be shown further (Table 1), this issue is a considerable one for Ukraine as far as big part of innovations done by Ukrainian firms is process innovations that represent acquiring of new machinery or new technology. This endogeneity issue should also be addressed in order to achieve a trustworthy result.

To sum up the theoretical contributions, the resulting direction of employment effect of innovation on the firm level is not clear. It depends on relative magnitudes of price elasticity of product demand as well as employment and marginal cost elasticities with respect to labour saving technology
.

As for empirical studies, there are a lot of papers that report positive effect of innovation on the firm’s employment, some of them report insignificant effects, and there are few works that claim the correlation to be negative. The first studies were restricted by the data availability, for example Blanchflower (1995), who analyzed the employment effects of innovation using a 2 cross-section datasets, one for Australia, another for Britain. His main founding is that innovation activity is more likely to increase innovation than to decrease it. As well, big firms’ employment was found to be more affected by its innovativeness. Increasing data availability encouraged further studies to account for more estimation problems and come up with more detailed conclusions. As an example, Lachenmaier (2005), using the long period panel of German firms, have found that employment is positively affected by both product and process innovations, process innovation effects being more powerful. Interestingly, if the sample was restricted only to eastern Germany, that might be more comparable to post-soviet states, only product innovation effect remained significant. Negative innovation effect is presented by Ross and Zimmerman (1993). They’ve used sample of about 5000 German manufacturing firms to claim that technological change was one of the reasons for employment decrease in Germany during 1980.

The majority of studies distinguish product and process innovation, and the reported effects are volatile as well. There are a lot of papers that report positive effect of product innovation on the firm’s employment (e.g. Lachenmaier (2005), and Entorf and Pohlmeier (1991) for German firms; Blanchflower (1995) for Austrian and British firms; Harrison (2008) for France, Germany, Spain and the UK; Van Reenen, (1997) UK). However the effect of process innovation is not so clear. Lachenmaier (2005) found it insignificant using microeconomic panel dataset of German manufacturing firms, but Blanchflower and Burgess (1995) estimated it to be positive for UK and Australian plants. Positive effect was found by and Blechinger et al. (1998) for Dutch firms as well. Greenan and Guellec (1997) reported a strong positive effect of process innovation at the firm level, but this washes out at the industry level, whereas product innovation was found to be relevant only on the industry level.

In this work we follow Van Reenen (1997) as one of the most cited papers in the field, so let’s look at that paper in more details. 

Van Reenen explored the employment effects of innovation on employment using 598 UK manufacturing firms that were observed during the period of 1968–1982. He assumed a production function to be of a constant elasticity of substitution form. The level of innovation was proxied with the innovation count per firm. The demand for labor was estimated by GMM (Arellano and Bond, 1991). He used ﬁxed effect model to control for dynamics and endogeneity and obtained a signiﬁcant positive overall effect. He claimed that his could be partially driven by a higher share of product innovations in the sample, as product innovation “will be expected to have a stronger effect on employment”. When distinguishing between types of innovations, he found no significant effect for process innovation and positive association between employment and product innovation. 

Piva and Vivarelly (2005) also found a statistically significant positive effect of innovation on employment applying an extension of Van Reenen (1997) approach. They used panel data covering 575 Italian manufacturing firms over the period of 1992–1997. They used an innovative investment as a proxy for innovation. In their estimation, Piva and Vivarelly applied the system variation of general method of moments - GMM-SYS, which is addressed as a more suitable for short panels estimation.

Another firm-level study was conducted by Harrison et al. (2008). They used CIS3 1998–2000 innovation survey and two-stage least squares estimation method for France, Germany, Spain and the UK to estimate firm level employment effects of process and product innovation. Harrison et al. (2008) included productivity changes of old and new product into his production function, and his labour demand equation contained those variables as well as dummy variable for process innovation in order to distinguish between different impacts on employment. They found that process innovation has positive total effect on employment as far as displacement of workers is compensated by increase in employment due to reduction in production prices. Product innovation resulted in significantly positive effect no matter whether old product was considered or not. In service sector the same effects were found but of lower magnitude. These results do not vary much depending on the country in the consideration. 

For developing countries, the results are more volatile and less numerous; they are hard to summarize. As for industry level, Kang (2007) found that technological innovations are positively associated with overall employment in Korea. Using structural VAR as estimating technique, he found that positive correlation between innovations and industry employment is stronger for manufacturing sector. Üçdogruk (2006) was using descriptive statistics and have found that Turkish manufacturing firms that innovate are characterized with higher employment growth. One of the most sophisticated techniques was applied in paper by Lundin et al. (2007). They used a firm-level panel data of manufacturing firms to argue that employment in China is insignificantly affected by investments in science and technology. At contrast, Meriküll (2008) using a dynamic panel of Estonian firms, agues that employment effect of innovation activity is positive and statistically significant for both ﬁrm- and industry-levels. This result, based on GMM and GMM-DIF estimators, shows that product innovation constitutes a greater positive employment effect than process innovation. However, these effects were found to be of moderate signiﬁcance. 

This illustrates that there is no clear idea of how transition economies are different from developed ones if one considers the employment effects of innovation. The main problem with this segment of literature is that nearly all studies possess their own way to measure innovation and estimation techniques (if any) are different as well. In order for the new paper in the area to be useful, it should contain comparable measures of innovation and econometric techniques, which lead to comparable results. Therefore additional research in the area of transition countries that we will present may be considered as a valuable contribution to the topic. 
Chapter 3
methodology
To investigate how firms’ innovation affects its employment, we will start from the neoclassical production theory using production function of a special shape, following Van Reenen (1997). To derive perfectly competitive firms’ labour demand we use constant elasticity of substitution (CES) production function:
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where Q is output, K – capital, N – employment, T represents a Hicks-neutral technology parameter, changes in which do not alter labour-capital ratio, A is labour augmenting Harrod-neutral technology, B is the Solow-neutral technical change, both leave output-capital ratio fixed.

As far as we assume perfectly competitive environment, marginal product of labour should be equal to real wages 
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Elasticity of labour demand with respect to labour saving technology A can be calculated as 
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keeping in mind that P=MC, price of one item of a good in the case of competitive industry is equal to marginal cost of production that item of good.

The last could be rewritten in elasticities as
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where 
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 and 
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 represents elasticities of employment and marginal cost with respect to labor saving technology, respectively, and 
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 represents price elasticity of demand. 

Now let’s consider the effect of innovation as a technological change on employment level. In case of fixed level of output, innovation may alter employment in both positive and negative ways depending on the degree of substitutability between capital and labour, which may now be cheaper due to labour saving technological change. When this elasticity is higher than unity, labour demand will rise. Should constraints on output and capital be relaxed, there still exists a possibility of positive employment effects even in case of low elasticity of substitution. That is, even if 
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, positive effects are possible as far as decrease in industry prices result in higher consumer demand. Those employment effects are positively related to 
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, the greater are the elasticities, the higher is probability of positive employment effect.

Next step, similar to Meriküll (2008), is to equalize real price of capital to marginal product of capital, and substituting it into the original labour demand function, which results in:
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Replacing 
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 with proxies for innovation, we receive a basic specification of our stochastic model:
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where lowercase variables are in logs, w is for wage and k is for capital, INN is innovation variable,
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 is a full set of time dummies and 
[image: image16.wmf]it

u

 is a random error term. Coefficients of this model could be interpreted as 
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 should estimate the cost of capital that is assumed to be constant for all firms in the industry. Then (1.6) represents firm labour demand. 

There are some problems with this specification though, those will be discussed here. First idea is that innovation could be a long lasting process, some innovation activities might possess long gestation periods, so we try to count for this adding lagged innovation variables into the model. 

Another problem that may cause upward bias in the coefficient for innovation rises from assumption that firms production function is CES, which does not count for the quality of the firm. Higher quality firms might possess superior productivity, which results in both higher output and relatively cheaper innovation for this kind of firms. So this firm-specific effect should be counted for to avoid upward bias in estimates for employment effects of innovation. 

Last but not least problem is endogeneity. Firm may simultaneously decide about level of innovation activity, wages and capital, that may lead to wages and capital being endogenous. To manage this effects we instrument capital variable by capital investment, and, as suggested by Van Reenen (1997), include dummies for every time period to capture general macroeconomic demand shock. 

Taking all this problems into account, we end with following model:
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where 
[image: image21.wmf]i

f

 is firm specific fixed effect and 
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 is full set of time dummies.

This will be estimated using the GMM-SYS procedure, following Piva and Vivarelli (2005). “The Arellano-Bond (1991) and Blundell-Bond (1998) dynamic panel estimators are general estimators designed for situations with 

1) “small T, large N" panels, that means lots of individuals and few time periods; 

2) a linear functional relationship; 

3) a single left-hand-side variable that is dynamic, depending on its own past realizations; 

4) independent variables that are not strictly exogenous, meaning correlated with past and possibly current realizations of the error; 

5) fixed individual effects; and 

6) heteroskedasticity and autocorrelation within individuals but not across them”.

In order to get Difference GMM estimates, Arellano-Bond estimation first transforms all regressors by differencing or orthogonal transformation that does not affect the sample size and then uses the GMM to yield GMM-DIF. The Arellano-Bover/Blundell-Bond estimator enhances Arellano-Bond with an additional assumption, that first differences of instrument variables are uncorrelated with the fixed effects3. This can dramatically improve efficiency by allowing the introduction of more instruments. Thus we get a system of two equations (orthogonal transformation of original equation and the original equation as well) that is known as System GMM, or GMM-SYS.
Chapter 4
data description
In this study we use firm level data for Ukrainian manufacturing sector (NACE 10-41) collected by the State Statistics Committee of Ukraine (SSCU) on an annual basis during 2004-2006. A random sample of 2000 firms was drawn from the annual income statement base for all manufacturing companies in 2004-2006.  The sample used here is the same as used by Pavlenko (2008), the detailed way of sample construction is described in her work.

So here we will address the issue of definition of product and process innovations, and an innovative firm, and next discuss descriptive statistics for our sample as well as for innovative and non-innovative samples separately. 

Oslo Manual considers a firm to be an innovative one if a firm has implemented at least one innovation within the last three years. Unfortunately our sample we have only 3 periods so we will use alternative definition, similar to SSCU definition: if a firm had any of innovation expenditures during current year, it would be considered to be an innovator. Product innovation is defined as: “a product innovation is the introduction of a good or service that is new or significantly improved with respect to its characteristics or intended uses. This includes significant improvements in technical specifications, components and materials, incorporated software, user friendliness or other functional characteristics.” And a process innovation is defined in the following way: “the implementation of a new or significantly improved production method. This includes significant changes in techniques, equipment and/or software.” (OECD/Eurostat. 2005) Product innovation is considered to be implemented if it has been introduced to the market, whereas process is considered to be implemented if it has been used within a production process. In fact, for a product to be considered an innovation it should be new or significantly improved to the firm but not necessarily to the market. In other words, a firm can purchase new product from other firm instead of developing it by itself. Therefore, product innovations include imitations. 

Definition of innovative firm is different for different empirical studies depending on a model specification applied. For instance, Piva and Vivarelly (2005) used innovative investments as innovation proxy, defining an innovative firm to have positive innovative investments. Janz et al. (2003) consider a company as innovative if additionally to introducing a new or significantly improved product in the market, it has positive innovation expenditure. Lööf and Heshmati (2002) define an innovative firm as a firm with both positive innovation investment and positive innovative sales. 

So in this paper “an innovative firm” is used with respect to a firm that have positive product or process innovation expenses during the considered year, accordingly, a non-innovative firm is a firm that has introduced neither innovation product nor implemented innovation process. 
Summary statistics for total sample are reported in Appendix, Table 2. They reveal that there are about 12.5% of all enterprises in our sample that can be classified as a firm that implemented innovations according to the definition of SSCU. Percentage of process innovators is a bit higher than product innovators, 9.8% and 8.2% respectively. About 5.6% of all firms have reported both process and product innovations. 

Table 1. Percentage of innovative firms in pooled sample

	Full sample (pooled)
	3658
	
	
	
	

	Non-innovative
	87,51%
	
	
	
	

	Innovative
	12,49%
	Innovative
	457
	
	

	
	
	Product
	66,30%
	
	

	
	
	both
	45,08%
	
	

	
	
	Process
	78,77%
	Process
	360

	
	
	
	
	New machinery
	76,11%

	
	
	
	
	both
	6,94%

	
	
	
	
	New technology
	16,39%


Table 1 presents a qualitative comparison of the sample. So here we have 12.5% of innovative firms in our sample, almost 79% of whom declare process innovation expenditures. In turn, 76% of them have acquired new machinery. This confirms the possibility of endogeneity issue, discussed above.

We will proceed with a description of quantitative and qualitative variables for total sample and then we will compare innovative and non-innovative enterprises. When considering the total sample, it can be noticed that we are dealing with firms of different size. The number of employees varies from 6 up to 23 240. The average enterprise employed about 326 people. On average firm’s sales amounted to UAH 61 108 thousands. Regarding investment behaviour, average reported gross investment in tangible assets was UAH 7 786 thousands. 

As for the qualitative statistics, about 7.4% of firms in our sample have acquired new machines, but only 1.6% of them have acquired new technology. 

Turning to summary statistics of innovative and non-innovative firms, which can be found in Table 4 in Appendix, it is interesting to notice that almost 45% of innovative sample are firms that have implemented both process and product innovations. Comparing innovative firms and non-innovative ones, we see that on average innovative firms are larger, and have higher level of employment in R&D department. As it might be expected, innovative firms invest more in innovations which include R&D, acquisition of new machines, equipment and technologies. 

Table 3 in Appendix shows the share of innovative firms by industry group. So, the most innovative are 4th, 5th and 6th industry group which consist of technical-intensive, machinery-intensive branches of industry. This result is consistent with the fact that 78% of Ukrainian innovators are process innovators, majority of whom innovate by acquiring new machines.

The description of variables used in this study can be found in appendix, table 1.

Chapter 5
empirical results
Employment effect of firm’s innovation

This paper proceeds with utilizing different estimation strategies to evaluate the employment effects of innovation. This is done starting from naïve OLS estimation of labour demand equation in a 1.7 form. This procedure is expected to yield an upward biased estimator for lagged employment variable because of presence of fixed effect issue, that is, lagged dependent variable (firm’s employment) is expected to be positively correlated with error term that includes firm-specific part. As a rule, this issue is addressed by utilizing a “in difference” specification or by implementing the within group estimation technique. Though, taking into account the dynamic nature of our functional form, estimates yield by both this strategies are expected to suffer from their own problems. The problem with the “in difference” technique is due to dynamic nature of equation to be estimated, that is lagged dependent variable is present in the right-hand side. Differencing this equation will create built-in correlation between differenced lagged employment and the error term. However, this issue can be addressed by implementing the instrumental variable approach. The within group estimator, in its turn, leads to similar problem, that is referred to as Nickel, or dynamic panel bias. In more detail, it is (negative) correlation between transformed lagged dependent variable and transformed error term, that leads to downward biased estimate for lagged employment. This issue is significant only in case of short panels, as far as Nickel bias weakens as number of periods in the panel increase (Roodman, 2006).

Therefore, in order to address all the complications, the first best solution is to implement the Arellano and Bond (1991) variation of generalized method of moments technique to take full advantage of our dynamic panel data. Arellano and Bond (1991) proposed an instrumental variable estimation for differenced dynamic panel data specification. The lagged differenced dependent variable and other predetermined or endogenous variables are instrumented by their earlier values in levels and by other strictly exogenous or additionally specified instruments. This approach is also often called as a GMM-DIF estimator (“differenced” GMM). Adding untouched equation and instrumenting it in similar manner will yield GMM-SYS estimator.

It should be noted that capital variable that is needed to estimate the relationship is not available from our dataset, but we have 2 candidates for capital proxy. First one is capital investment, another is net profit. The first-best way out is to use a capital investment as a predifferenced capital variable in GMM-DIFF estimation technique. But this solution has its drawbacks. First, differentiating significantly decreases the sample size, as far as our dataset consists of 3 year periods. Second, restricting to GMM-DIFF uses only differenced equation, thus GMM-SYS estimation technique, that extracts information from both differenced and in-levels equations, is preferred, being more appropriate for short panels (Roodman, 2006).

In order to check whether net profit is a good proxy for capital, we have calculated the correlation coefficient between capital investment and differenced net profit, both in current period(in logs)
. This is equal to 0.6926, which is pretty high and signals that net profit is an acceptable proxy for capital. 

Nevertheless, we will compare performance of both proxies in GMM-DIFF and GMM-SYS techniques just in case if the estimates will be significantly different.

Table 2 presents the results of the panel estimates. 

Table 2. Employment and innovation from 2004-2006

	
	OLS
	Within estimator
	Arelano-Bond 

GMMa)b)
	Arelano-Bond 

GMMa)b)

	
	coefficient
	st.dev
	coefficient
	st.dev
	coefficient
	st.dev
	coefficient
	st.dev

	Innovative dummy
	0.089***
	0.030
	0.051
	0.034
	0.197**
	0.086
	0.191**
	0.089

	(lagged)
	-0.055**
	0.028
	0.046
	0.031
	0.053385
	0.061
	0.053
	0.062

	Employment (lagged)
	0.897***
	0.010
	0.011
	0.028
	0.691***
	0.120
	0.687***
	0.123

	Real wage
	-0.779***
	0.020
	-0.775***
	0.028
	-1.062***
	0.329
	-1.069***
	0.327

	(lagged)
	0.693***
	0.021
	0.037
	0.032
	0.81***
	0.158
	0.808***
	0.158

	Real capital
	0.449***
	0.011
	0.408***
	0.014
	0.71***
	0.141
	0.715***
	0.141

	(lagged)
	-0.360***
	0.013
	0.063***
	0.019
	-0.467**
	0.203
	-0.474**
	0.201

	Downsized
	 
	 
	 
	
	 
	 
	0.0056
	0.053

	Government funds
	 
	 
	 
	
	 
	 
	0.0001**
	0.00004

	 
	 
	 
	 
	
	 
	 
	 
	 

	Obs
	2194
	 
	2194
	
	2194
	 
	2194
	 

	Groups
	 
	 
	 
	 
	1215
	 
	1215
	 

	Instruments
	
	
	
	
	 19
	 
	 21
	 

	AR(1)
 no autocorrelation p-value
	
	
	0.067
	 
	0.072
	 

	Hansen p-value

	 
	 
	 
	0.588
	 
	0.585
	 


Note: a) Time and industry dummies have been used as controls. 

b) System equation. All variables were instrumented. The set of exogenous variables includes time and industry dummies, innovative dummy was treated as predetermined variable. The set of instruments includes lagged employment, real wages, lagged real wages, real capital, lagged real capital in levels and the same in differences and exogenous variables.

*-significant at 10%, **-significant at 5%, ***-significant at 1%.

Obtained coefficients are of expected signs. As well, this result seems to justify our expectations. Lagged employment estimators follow the expected relative magnitude scheme. That is, its GMM estimator is greater than the within estimator, that was expected to be downward biased, so the Nickel bias is observed to dramatically distort the resulting estimates. In addition, GMM estimator of lagged employment is smaller than the OLS one, which was expected to be upward biased. Innovation activity has statistically significant positive effect on firm’s employment only for the first lag for both OLS and GMM estimations. This might be explained by the fact that most of Ukrainian firms innovate by acquiring new technology or new mechanisms
 both of which possesses a short gestation period and thus employment effects of this type of innovation could be realized in the same year as the innovation itself. In GMM estimation the impact of innovation on employment has lower level of significance, but it is still being significant. As far as decision on capital, wages, employment and innovation activity can affect the next period’s employment decisions, all of them are treated as endogenous. Two time lags for employment and endogenous variables as instruments were used, as suggested by Hansen test. 

Our dataset allows us to control for other factors that may affect employment. For example, is a firm was selling its assets this could also affect its labour demand. Similarly, if a firm took advantage of a government subsidy for innovation, this could as well affect its employment, so both variables were included as independent ones into the expanded specification.

In the latter specification coefficient for downsized dummy appeared to be insignificant, whereas government subsidies for innovation have significant positive effect on firm’s employment. This may seem odd as there are only about 0.5% of firms using these subsidies, with an average amount of $1500, or $360000 if only non-zeroes are averaged. This indicates that subsidy can effect employment significantly. Though, the effect is small (1000 gryvna of subsidy increases the employment by 0.01%), but still, it is significant. But this could just reflect the fact that an increase in employment is a part of requirements firm should meet to be granted government subsidies for innovation.

Next, we will estimate specification that distinguishes between process and product innovation. The results are presented in table 3. We conclude that neither product nor process innovation appear to have statistically significant effect, and this is robust to specification change. Other coefficients stay practically unchanged.
Table 3. Distinguishing between process and product innovation

	
	Original specificationa)b)
	Extended specificationa)b)

	
	coefficient
	st.dev.
	coefficient
	st.dev.

	Employment (lagged)
	0.759***
	0.11
	0.746***
	0.112

	Process innovation
	0.093
	0.079
	0.076
	0.08

	(lagged)
	0.0064
	0.063
	-0.0017
	0.063

	Product innovation
	0.114
	0.088
	0.123
	0.087

	(lagged)
	0.0133
	0.066
	0.017
	0.066

	Real wage
	-1.072***
	0.238
	-1.085***
	0.226

	(lagged)
	0.896***
	0.143
	0.886***
	0.141

	Real capital
	0.652***
	0.104
	0.658***
	0.103

	(lagged)
	-0.433***
	0.163
	-0.436***
	0.161

	Downshifted
	 
	 
	-0.009
	0.043

	Government support
	 
	 
	0.0001***
	0.00003

	Instruments
	24
	
	26
	 

	AR(1)
	0.088
	 
	0.099
	 

	Hansen
	0.064
	 
	0.065
	


 Note: a) Time and industry dummies have been used as controls. 

b) System equation. All variables were instrumented. The set of exogenous variables includes time and industry dummies, innovative dummy was treated as predetermined variable. The set of instruments includes lagged employment, real wages, lagged real wages, real capital, lagged real capital in levels and the same in differences and exogenous variables.

*-significant at 10%, **-significant at 5%, ***-significant at 1%.

In order to check for robustness, the following specification changes were tested. 

First, to address the proxy for capital issue we run ordinary Arelano-Bond GMM-DIFF estimation using investment as a predifferentiated proxy for capital. 

Second, the overall employment level was substituted by non-R&D employment to check for the effect of built-in correlation of innovation activity and R&D department size.

The results are presented in table 4.

The results suggest that as far as the estimates are moderately affected by the change of the capital proxy, it is reasonable to use net profit as a main capital proxy, as far as it allows us to use GMM-SYS technique that can overcome the estimation problems listed in methodology part, as well as take the full advantage of our short panel dataset. 

Another conclusion is that the built-in correlation between innovation activity and the size of R&D department is insignificantly affecting the results of main specification.

Table 4. Robustness check

	
	Arelano-Bond GMMa)b)
	Arelano-Bond GMMa)b)
	Arelano-Bond GMMa)c)

	
	coefficient
	st.dev
	coefficient
	st.dev
	coefficient
	st.dev

	innovative dummy
	0.21**
	0.091
	0.203**
	0.090
	0.0034
	0.044

	(lagged)
	0.053
	0.062
	0.05
	0.062
	-0.0041
	0.043

	Employment (lagged)
	0.687***
	0.123
	 
	 
	0.554***
	0.086

	Non-R&D Employment
	 
	 
	0.689***
	0.123
	 
	 

	Real wage
	-1.021***
	0.340
	-1.017***
	0.342
	-0.501***
	0.045

	(lagged)
	0.788***
	0.172
	0.791***
	0.172
	0.448***
	0.062

	Real capital
	0.713***
	0.135
	0.705***
	0.135
	0.028***
	0.008

	(lagged)
	-0.479**
	0.189
	-0.471***
	0.188
	-0.024***
	0.009

	Instruments
	 19
	
	19
	
	
	

	AR(1) p-value
	0.062
	
	0.068
	
	
	

	Hansen p-value
	0.612
	
	0.516
	
	
	


Note: a) Time and industry dummies have been used as additional explanatory variables. 
b) System equation. All variables were instrumented. The set of exogenous variables includes time and industry dummies, innovative dummy was treated as predetermined variable. The set of instruments includes lagged employment, real wages, lagged real wages, real capital, lagged real capital in levels and the same in differences and exogenous variables.

c) Differenced equation. 

*-significant at 10%, **-significant at 5%, ***-significant at 1%.

Industrial spillover effects

Overall innovation activity of certain industry may as well affect firm’s employment via the spillover effect. The effect of this overall activity is, again, hard to predict. On one hand, negative spillover effect can be explained by the fact that innovative firm cannot take full advantage of its innovative projects if overall industry’s innovative activity is high. On the other hand, if overall industry’s innovative activity is rising, it might become easier for non-innovative firms to imitate other firm’s activities and take advantage of positive spillover effect.
Industry innovation activity was proxied by sum of all innovation expenses during the year of interest for every of 7 industry groups. Firm own innovation expenses then were subtracted from firm’s innovation activity to prevent built-in correlation. 

Table 5 presents the estimates for industry spillover effects.

The results suggest that industry innovation activity has insignificant effect on firms’ employment. This result is robust to specification change to distinguish between product and process innovation, no significant effect for a firm’s employment was found. Thus, based on our sample, we found no significant industry spillover effect on firm’s employment. This is similar to Merikul (2008), who had found no spillover effect as well.
This result is consistent with our sample innovation activity distribution, as far as majority of innovators buy new technology or machines, it might be difficult to copy their behaviour, compared to product innovation where one might copy the ideas.

To sum up, our sample of firm-level data allows us to report positive employment effect of firm’s innovative activity, product and process innovations show no significant effect and industry spillover is found to be insignificant.

Table 5. Estimating industry spillover effects

	
	Arelano-Bond GMM-SYSa)b)
	Arelano-Bond GMM-SYSa)b)

	
	coefficient
	st.dev
	coefficient
	st.dev

	Innovative dummy
	0.233**
	0.118
	 
	 

	(lagged)
	0.091
	0.07
	 
	 

	Product innovation
	 
	 
	0.055
	0.11

	(lagged)
	 
	 
	-0.0042
	0.0926

	Process innovation
	 
	 
	0.206
	0.122

	(lagged)
	 
	 
	0.127
	0.088

	Employment (lagged)
	0.707***
	0.131
	0.765***
	0.13

	Real wage
	-1.01***
	0.352
	-0.991***
	0.255

	(lagged)
	0.83***
	0.187
	0.936***
	0.194

	Real capital
	0.739***
	0.159
	0.746***
	0.155

	(lagged)
	-0.53**
	0.238
	-0.586**
	0.247

	Industry innovation
	0.947
	1.524
	1.154
	1.45

	(lagged)
	0.138
	0.318
	0.311
	0.367

	Obs
	1949
	 
	1949
	 

	Groups
	1087
	 
	1087
	 

	Instruments
	19
	
	24
	 

	AR(1) no autocorrelation p-value
	0.264
	 
	0.502
	 

	Hansen p-value
	0.806
	 
	0.605
	 


Note: a) Time and industry dummies have been used as additional explanatory variables. b) System equation. All variables were instrumented. The set of exogenous variables includes time and industry dummies, innovative dummy was treated as predetermined variable. The set of instruments includes lagged employment, real wages, lagged real wages, real capital, lagged real capital in levels and the same in differences and exogenous variables.

*-significant at 10%, **-significant at 5%, ***-significant at 1%.

Chapter 6

conclusions
The purpose of this study was to evaluate the employment effects of innovation for Ukrainian manufacturing firms. This meant that two possibilities should have been checked: the direct effect from firm’s own innovation activity and indirect spillover effect of other firms’ being innovative. A dynamic panel of Ukrainian firms was used for this purpose. In each case, two specifications were adopted in order to capture cumulative effect of innovative activity and to test whether product or process innovation effects firm’s employment and which effect is stronger.

Factors that determine firm’s choice of employment level were investigated using modern estimation technique that should ensure comparability of our results with ones obtained by other researchers at the field. 

The results of this study reveal the following: 

1. Innovation activity of Ukrainian firms has significant positive effect on their employment level, which is similar to the results for the developed countries.

2. Our sample shows no significant industry spillover effect, indicating that firm’s employment is not affected by other firms’ innovative activity.

3. Distinguishing between product and process innovation in both cases shows no significant effect for both of them.

4. The only innovation proxy that appear to have significant effect on firm’s employment is overall innovative activity of the firm. 

So, the bottom line of this research is that workers should not be afraid of innovation - neither of their own innovation, nor of competitor’s one – on average, the firm’s labour demand response is nonnegative. But this study has some limitations, first of which is the fact that it considers only the overall firm’s employment, does not distinguish between high- and low-skilled workers. For example, firm may have turned to more sophisticated equipment that is more complementary to high-skilled workers; this study is unable to address this issue. 

Secondly, the study does not consider aggregate employment growth, as far as the dataset has no information on why does the firm enter or leave our sample. Thus, those are the important issues to address in future research, which crucially depends on the richness of data source. 
Nevertheless, the results of our study imply that policymakers have another tool to stimulate firm’s employment. It was shown that government financial support of innovating activity significantly encourages firm’s employment. Moreover, as far as bigger firms find it relatively cheaper to innovate, this effect might be self-sustaining. 
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appendix
Table 1 Data description – main variables

	Quantitative variables
	Observations
	Mean
	St. dev.
	Min
	Max

	Net profit
	4554
	61108.73
	458067.7
	0
	1.25E+07

	Employment
	3658
	326.6514
	1096.794
	6
	23240

	average wage
	3640
	9.516345
	10.97056
	0.1
	296

	Share of R&D employees
	3657
	0.003077
	0.016994
	0
	0.588235

	Capital investment
	3922
	7786.697
	82756.71
	0.1
	2229414

	Amount of government support
	3658
	7.99825
	193.9457
	0
	9119.3

	Qualitative variables
	 
	 
	 
	 
	 

	Innovative firm
	3658
	0.124932
	0.330687
	0
	1

	Product innovator
	3658
	0.082832
	0.275666
	0
	1

	Process innovator
	3658
	0.098414
	0.297915
	0
	1

	Both Product and process innovator
	3658
	0.056315
	0.23056
	0
	1

	Acquisition of new machines
	3658
	0.074904
	0.263273
	0
	1

	Acquisition of new technologies
	3658
	0.016129
	0.125989
	0
	1

	Own R&D
	3658
	0.048114
	0.214036
	0
	1

	Downshifted
	3658
	0.051394
	0.220831
	0
	1

	Government support for innovation
	3658
	0.004374
	0.066
	0
	1


Table 2. Description of variables used in the study

	Quantitative variables

	Definition

	Net profit
	Net profit in 1000 UAH (in log)

	Employment
	Number of employees (in log)

	Average wage
	Total wage expenses(1000 UAH) per employee (in log)

	Share of R&D employees
	Number of R&D employees per employee

	Capital investment
	Gross investment in tangible goods (in log), 1000 UAH

	Process innovation expenses
	Expenses on process innovation, 1000 UAH

	Product innovation expenses
	Expenses on product innovation, 1000 UAH

	Amount of government support
	Amount of government funding of firm’s innovations, 1000 UAH

	Qualitative variables
	

	Innovative firm
	Dummy that is equal to 1 if firm reported positive innovative expenses during the current year

	Product innovator
	Dummy that is equal to 1 if firm introduced new or improved product to the market during the current year

	Process innovator
	Dummy that is equal to 1 if firm introduced a new technological process during the current year

	Acquisition of new machines
	Dummy that is equal to 1 if firm has reported expenses on new machines during the current year

	Acquisition of new technologies
	Dummy that is equal to 1 if firm has reported expenses on acquiring new technology during the current year

	Own R&D
	Dummy that is equal to 1 if firm has reported own R&D expenses during the current year

	Downsized
	Dummy that is equal to 1 if firm has been selling its assets during the current year


	Industry
	NACE
	industry group
	Full sample
	%
	Innovative 

sample
	%

	Mining / Quarrying 
	10, 11, 12, 13, 14
	1
	1210
	33.08%
	108
	8.93%

	Food / Tobacco 
	15, 16
	
	
	
	
	

	Textiles / Leather 
	17, 18, 19
	2
	283
	7.74%
	16
	5.65%

	Wood / Paper/ Printing 
	20, 21, 22
	3
	273
	7.46%
	22
	8.06%

	Chemicals / Coke 
	23, 24
	4
	809
	22.12%
	122
	15.08%

	Rubber / Plastic 
	25
	
	
	
	
	

	Glass / Ceramics 
	26
	
	
	
	
	

	Metals 
	27, 28
	
	
	
	
	

	Machinery 
	29
	5
	378
	10.33%
	79
	20.90%

	Electrical engineering 
	30, 31, 32
	6
	281
	7.68%
	78
	27.76%

	Medical instruments 
	33
	
	
	
	
	

	Transport equipment
	34, 35
	
	
	
	
	

	Furniture / Recycling 
	36, 37
	7
	424
	11.59%
	32
	7.55%

	Electricity, gas and water supply
	40, 41
	
	 
	 
	 
	 

	All
	 
	 
	3658
	100.00%
	457
	12.49%


Table 3. Industry distribution of sample

Table 4. Innovative vs. non-innovative sample comparison

	
	Non-innovative sample
	Innovative sample

	Quantitative variables
	Obs
	Mean
	Std. Dev.
	Min
	Max
	Obs
	Mean
	Std. Dev.
	Min
	Max

	Net profit
	3065
	27271.69
	142370.4
	0
	4352744
	455
	282094.3
	1223161
	108.1
	1.25E+07

	Employment
	3201
	219.5401
	619.8107
	0
	14780
	457
	1076.899
	2511.345
	13
	23240

	Average wage
	3183
	9.184371
	11.27764
	0.1
	296
	457
	11.82854
	8.174003
	1.044084
	108.4665

	Share of R&D employees
	3200
	0.001017
	0.012885
	0
	0.588235
	457
	0.017501
	0.030207
	0
	0.174603

	Capital investment
	2577
	3265.041
	24919.92
	0.1
	784389
	437
	19185.09
	112780.8
	4.2
	1636645

	Process innovation expenses
	3201
	0
	0
	0
	0
	457
	5300.571
	41918.97
	0
	530553.9

	Product innovation expenses
	3201
	0
	0
	0
	0
	457
	2657.038
	13772.1
	0
	197438.2

	Amount of government support
	3201
	0
	0
	0
	0
	457
	64.02101
	545.9556
	0
	9119.3

	Qualitative variables
	 
	
	
	
	 
	 
	
	
	
	 

	Product innovator
	3201
	0
	0
	0
	0
	457
	0.787746
	0.409352
	0
	1

	Process innovator
	3201
	0
	0
	0
	0
	457
	0.66302
	0.473196
	0
	1

	Both Product and process innovator
	3201
	0
	0
	0
	0
	457
	0.450766
	0.498115
	0
	1

	Acquisition of new machines
	3201
	0
	0
	0
	0
	457
	0.599562
	0.490524
	0
	1

	Acquisition of new technologies
	3201
	0
	0
	0
	0
	457
	0.129103
	0.335681
	0
	1

	Own R&D
	3201
	0
	0
	0
	0
	457
	0.38512
	0.487157
	0
	1

	Government support for innovation
	3201
	0
	0
	0
	0
	457
	0.035011
	0.184009
	0
	1

	Downshifted
	3201
	0.04936
	0.216652
	0
	1
	457
	0.065646
	0.247933
	0
	1

	New firm
	3201
	0.010934
	0.104009
	0
	1
	457
	0.004376
	0.066082
	0
	1


� This will be demonstrated in methodology chapter. 





� See equation 1.4, page 11


� Roodman, 2006


� Capital investment should be correlated with previous net profit as decision over how much to invest this year is done considering the last year’s profit, but the change in profit compared to previous year could not affect the current year’s investment decision, as far as the decision is done before the current net profit is realized.


� We report AR(1) in levels, the null hypothesis is no serial correlation, which should be not rejected in order for Arelano-Bond estimates to be consistent (Roodman 2006).


� By construction, the Hansen test is appropriate for the case of one-step GMM estimation technique (Roodman 2006). The null hypothesis of Hansen tests is joint validity of the full instrument set.


� See Table 1.


�For all quantitative variables the base year is 2006
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